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This paper presents a vision-based crack detection approach for concrete bridge decks using an integrated
one-dimensional convolutional neural network (1D-CNN) and long short-term memory (LSTM) method
in the image frequency domain. The so-called 1D-CNN-LSTM algorithm is trained using thousands of
images of cracked and non-cracked concrete bridge decks. In order to improve the training efficiency,
images are first transformed into the frequency domain during a preprocessing phase. The algorithm is
then calibrated using the flattened frequency data. LSTM is used to improve the performance of the devel-
oped network for long sequence data. The accuracy of the developed model is 99.05%, 98.9%, and 99.25%,
respectively, for training, validation, and testing data. An implementation framework is further developed
for future application of the trained model for large-scale images. The proposed 1D-CNN-LSTM method
exhibits superior performance in comparison with existing deep learning methods in terms of accuracy
and computation time. The fast implementation of the 1D-CNN-LSTM algorithm makes it a promising
tool for real-time crack detection.

� 2020 THE AUTHORS. Published by Elsevier LTD on behalf of Chinese Academy of Engineering and
Higher Education Press Limited Company. This is an open access article under the CC BY-NC-ND license

(http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

According to the American Society of Civil Engineers (ASCE)
report card [1], over 56 000 bridges in the United States are ‘‘struc-
turally deficient.” Economic and effective management of aging
bridges is becoming a challenging task for the state departments
of transportation and the government. Reliable condition evalua-
tion of bridges is required before any decision-making on repairing
and prevention. Although this concern motivates bridge owners to
conduct frequent structural inspections, the application of conven-
tional non-destructive evaluation (NDE) and visual inspection
methods requires a point-by-point inspection of individual ele-
ments in order to discover the location of multiple defects, in addi-
tion to bridge closures due to inspectors’ safety concerns.
Furthermore, these methods are time-consuming, expensive, sub-
jective, and highly dependent on inspectors’ experience. Many
research groups have been exploring alternative structural health
monitoring (SHM) methods to deal with these limitations [2–4].
Although global SHM techniques seem promising, they are only
capable of providing a coarse evaluation of structural behavior,
and cannot provide detailed information [5,6]. In addition, inter-
preting the results collected by the SHM methods is a challenging
task due to noise signals, sensor defects, or acquisition system
settings.

In recent years, vision-based methods have been gaining more
attention for civil infrastructure damage detection practices. A
number of studies have been conducted to detect superficial
defects such as cracks and corrosion. For example, segmentation
[7], filtering [8,9], and stereovision-based methods [10] have been
used to detect cracks and crack-like features in structural systems.
Vision-based methods typically follow two steps to detect cracks
[11]. In the first step, the image is filtered using a statistic filter,
and crack features are locally extracted to fuse the image. The sec-
ond step involves cleaning and linking the image segments to
define the crack [11]. Shadow-removal algorithms have also been
developed to remove the shadows from such images and pinpoint
the crack [12,13]. However, bridge inspection data are collected in
various situations and thus vary extensively. Issues such as noise
caused by lighting conditions and distortion, dependence on prior
knowledge, and the quality of image data are still challenging for
reliable crack detection.
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A viable solution to cope with these issues is to deploy machine
learning (ML) methods. ML-based methods have been widely used
in the areas of SHM and NDE [14–16]. These approaches are gener-
ally used to interpret the signal data collected from the testing sys-
tems; as a result, they are particularly used to provide useful
information about the condition of structural systems. More recent
efforts in this area have focused on integrating image feature
extraction and ML techniques to develop novel SHM and NDE sys-
tems [17–19]. However, the use of over-extracted or false-
extracted features often causes significant complexity in the model
development. Convolutional neural networks (CNNs) can over-
come this issue by extracting effective image features. CNNs are
a class of deep learning algorithms inspired by the visual cortex
of animals [20]. This method can efficiently capture the grid-like
topology of images. It requires fewer computations due to sparsely
connected neurons and the pooling process, which will shrink the
image dimensions. Moreover, CNNs have shown reliable perfor-
mance in differentiating among a large number of classes [21,26].
Due to their outstanding performance on image data, CNNs are
becoming an efficient tool for the SHM systems [22–25]. Recently,
Azimi and Pekcan [27] introduced a CNN approach for SHM that
uses transfer learning techniques for compressed response data.
Their CNN models were trained using acceleration response histo-
ries. The developed models were then validated by experimental
data. Soukup and Huber-Mörk [28] proposed a CNN-based railway
defect detection method. Cha et al. [29] proposed a deep learning
crack damage detection system for concrete surfaces. Da Silva
and de Lucena [30] developed a CNN image classifier for concrete
crack detection. Although promising advancements have been
made, the major downside of the existing deep learning-based
SHM methods is their computational intensity and long training
times. These limitations not only affect the methods’ usefulness
in practice, but also present a barrier to developing a real-time con-
dition assessment system.

The present study presents a real-time deep learning approach
for the detection of cracks on the bridge deck. To this aim, one-
dimensional (1D)-CNN is integrated with an artificial recurrent
neural network (RNN) architecture called long short-term memory
(LSTM). The proposed 1D-CNN-LSTM algorithm is trained using
images transferred into the frequency domain rather than the spa-
tial domain. This strategy is adopted to reduce the computation
time and improve the detection accuracy. The efficiency of the pro-
posed system for real-time crack detection is discussed. This paper
is organized as follows: Section 2 presents the details of the rele-
vant deep learning methods. Section 3 provides an overview of
the proposed approach and the database used for model calibra-
tion, and describes the preprocessing steps and network architec-
ture. Section 4 provides the detection results and discusses the
implementation of the proposed method on an unseen testing
dataset. Section 5 provides a comparative study with existing deep
learning methods and two commonly used edge detector methods.
Further discussion and conclusions are presented in the last
section.
2. Methods

2.1. Convolutional neural networks

Deep learning is a subset of ML that is capable of extracting
higher level features from raw data using a multilayered artificial
neural network structure. Deep learning is also known as deep
neural learning or deep neural network. Among such techniques,
CNN is the best-known deep learning architecture. CNNs are
inspired by the biological processes of the animal visual cortex
[31,32]. In visual processing, individual cortical neurons respond
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to specific respective fields. The respective fields of different neu-
rons are then partially overlapped to cover the entire visual field.
CNNs employ the mathematical operation convolution for general
matrix multiplication in at least one of their layers [33]. A CNN
usually consists of an input layer, convolutional layers, pooling lay-
ers, fully connected layers, and an output layer. Usually, the input
layer is presented as a tensor of shape (number of images � image
height � image width � image channels). Convolutional layers
apply a number of filters to the local regions of inputs in order to
extract feature maps of the images, with a shape (number of
images � feature map height � feature map width � number of fil-
ters). For example, if the input consists of A images with sizeM � N
pixels and C color channels, the shape of the input tensor will be
A �M � N � C. Supposing that the number of filters is k, the weight

of filter i is Wi, bi is the bias of filter i, xs denotes the filter window
patch, and a is the activation function (like a rectified linear unit
(ReLU), sigmoid, and tanh), then the convolution of xs, given filter
i for each image, is defined as follows:

Zi;s ¼ a sum Wixs
� �

þ bi
h i

ð1Þ

By sliding the filter window through each image with patch
window size f � f � C and stride size s (i.e., the filter moving steps
in each direction) for all dimensions, the convolutional output is
given size N � M � fð Þ=sþ 1b cð Þ � N � fð Þ=sþ 1b cð Þ � k, where f is
filter size, C is image channel number, �b cð Þ is the round-down
function. Fig. 1 depicts the convolution processes of convolutional
layers.

Convolutional layers usually have a pooling layer. The pooling
layers are applied to reduce the dimension of the data by combin-
ing the outputs of neuron clusters at one layer into a single neuron
in the next layer [20]. The pooling process can compute the maxi-
mum or average, depending on the expectation of the outputs. Max
pooling computes the maximum value from each local cluster of
the previous layer and passes it to the next layer. Average pooling
passes the mean value of the local cluster of the previous layer to
the next layer. For example, max pooling of the xs patch can be
denoted as follows:

pools ¼ max xsð Þ ð2Þ
According to previous studies [34], max pooling provides better

performance than average pooling on image datasets. The last lay-
ers of a CNN are fully connected layers, which compute the class
scores. Fully connected layers connect every neuron in one layer
to every neuron in another layer. The flattened matrix goes
through a fully connected layer to classify the images. Widely used
CNN structures normally consist of input layers followed by sev-
eral convolutional layers, pooling layers, fully connected layers,
and output layers [35–37]. Fig. 2 shows an example of a CNN
architecture.

Depending on the convolution dimension and direction, there
are 1D, two-dimensional (2D), and three-dimensional (3D) CNNs.
1D-CNNs conduct convolution calculation in one dimension (along
one axis), while 2D- and 3D-CNNs calculate convolutional values in
two and three directions, respectively. In this study, a 1D-CNN is
applied to extract and learn features of the flattened image fre-
quency signals. Fig. 3 shows a simple example of 1D convolution.

2.2. Long short-term memory

RNNs are a class of deep learning that is suitable for sequential
data. General RNNs have short-term memory issues. If a sequence
is very long, it will be difficult for RNNs to carry information from
the earlier steps to the later steps. In other words, if the processing
signal is very long, RNNs may lose some important information
from the beginning. Moreover, RNNs suffer from the vanishing



Fig. 1. Details of the convolutional layers. (a) Overall convolution process for each image through convolutional layer; (b) detailed convolution process for each individual
filter.

Fig. 2. An example of a CNN architecture. k and h are the number of filters in different layers; Conv means convolutional.

Fig. 3. 1D convolution for N examples.
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gradient problem during back propagation. For example, if the gra-
dient value becomes extremely small, the learning process would
not be improved significantly. In typical RNNs, small gradients
can stop the layers’ learning process. To solve these issues, an LSTM
approach [38] can be used. LSTM is an invariant RNN architecture
with internal gates that can be used to regulate the flow of infor-
mation. LSTM consists of three thresholding structures to filter
out empty inputs and redundant information and fuse similar
information. Fig. 4 shows the working mechanism of LSTM. Ct�1

and Ct are the cell states in the sequence, which act as conveyor
belts to pass on the information. Three gates are designed to add
1788
information to or remove it from the cell state. Gates are composed
of a sigmoid neural net layer and a pointwise multiplication oper-
ation. The output of the sigmoid layer is between 0 and 1 to
describe how much of each component should be passed through.
The first gate is called the ‘‘forget gate,” and decides what informa-
tion needs to be removed. For example, if the output number
equals 0, this component should be completely removed [38]. Eq.
(3) shows the calculation. The second gate is used to decide what
information needs to be added to the cell state. This consists of
the updated output of the sigmoid layer and a new candidate cre-
ated by a tanh layer. The combination of these two is added to



Fig. 4. Mechanism of LSTM.

Q. Zhang, K. Barri, S.K. Babanajad et al. Engineering 7 (2021) 1786–1796
update the state, as shown in Eqs. (4)–(6). The last step is to decide
what information needs to be output. The cell state is passed
through a sigmoid layer and a tanh layer to generate the final out-
put, as presented in Eqs. (7) and (8).

f t ¼ r Wf ht�1; Xt½ � þ bf
� � ð3Þ

it ¼ r Wi ht�1; Xt½ � þ bið Þ ð4Þ

C
�
t ¼ tanh WC ht�1; Xt½ � þ bCð Þ ð5Þ

Ct ¼ f tCt�1 þ itC
�
t ð6Þ

ot ¼ r Wo ht�1; Xt½ � þ boð Þ ð7Þ

ht ¼ ottanh Ctð Þ ð8Þ

where f t and it are the sigmoid layer outputs; C
�
t is the state that

needs to be added; rð Þ is the sigmoid function; Ct is the current
state; ot is the sigmoid output of the cell state; ht is the output of
the current time step; Wf , Wi, WC , and Wo are the layer weights;
ht�1 and Xt are the output of the previous time step and the input
of the current step, respectively; and bf , bi, bC , and bo are the bias
terms [38]. The LSTM algorithm has been applied to deal with long
sequence signals such as natural languages [39], heart rate signals
[40], and speech signals [41].

3. Proposed method for the real-time detection of concrete
cracks

As discussed in the previous section, CNNs are powerful for fea-
ture extraction. However, feature fusion plays a more important
role in overall model performance. Fully connected layers are
widely used to simply combine extracted features with adjusted
weights. Even though fully connected layers have decent perfor-
mance on feature hybridizing, they are often insufficient to extract
high-level information. To tackle this issue, this study integrates
1D-CNN with LSTM as a feature fusion layer. LSTM has proven to
be efficient in hybridizing features for the long-term dependence
of sequential data [42–48]. In bridge inspection, the input concrete
deck images are single images captured at a certain moment rather
than in a sequence. Therefore, in this study, LSTM is applied to the
feature level instead of the input level. During the 1D-CNN feature
extraction stage, the convolutional kernels are used to scan the
entire image frequency vector to extract the features of all the
objects in the image. Setting the kernel moving strides to be smal-
ler than the kernel size itself ensures that there will be overlapping
parts for each scanning area. Therefore, the feature blocks
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extracted by the convolutional kernels are strongly dependent on
each other, and can be treated as sequential data inputs for the
LSTM layer to conduct feature fusion. A fully connected layer is
then applied to further fuse sufficient features obtained from the
previous layers. Fig. 5 presents the framework of the proposed
method for the real-time detection of concrete cracks on bridges.
As shown in this figure, the first step is to collect a database that
includes thousands of images of cracked and non-cracked concrete
bridge decks. The database is then divided into training, validation,
and testing subsets. The training and validation datasets are passed
to the preprocessing stage, where the images are transformed into
the frequency domain. Arguably, the edge shape of the surface
cracks corresponds to high frequencies. Therefore, a high-pass fil-
ter (HPF) is applied to filter out the low frequencies corresponding
to the background. After filtering, the image frequency matrices are
flattened into vector frequency signals. These vectors are used to
train the proposed 1D-CNN-LSTM algorithm. The developed
method is applied to test images by conducting a sliding window
through the whole image. The local window with cracks is kept
in the output image.

3.1. Database

The 1D-CNN-LSTM models are developed using a database con-
taining 4800 images of manually labeled cracked and non-cracked
concrete bridge decks [54]. The database includes cracks as narrow
as 0.06 mm and as wide as 25 mm. The size of the images is
256 � 256 pixels. In order to improve the detection accuracy,
images are broken into sub-images with 64 � 64 pixels. Out of
the 4800 available images, 4300 images are cropped into 17200
small images. Images that are blurry or that include corner cracks
are eliminated. Finally, 16789 images are kept as the datasets for
this study. The remaining 500 bridge deck images are randomly
stitched into 20 images sized 1280 � 1280 pixels for testing the
generalization capacity of the developed classifier.

3.2. Preprocessing of data in the frequency domain

In many studies, images are processed in the spatial domain.
That is to say, images are processed as they are, without further
preprocessing. In the spatial domain, the values of the pixels
change with respect to the scene, and image processing is based
on the pixel values. An arguably more efficient approach to process
images is to transform them into the frequency domain [49].
Images can be transformed from the spatial domain to the fre-
quency domain by conducting a discrete Fourier transform (DFT).
In the frequency domain, the value and location are represented
by sinusoidal relationships that depend upon the frequency of a
pixel occurring within an image. In this domain, a pixel location



Fig. 5. The framework of the proposed method. FFT: fast Fourier transform.
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is represented by its x- and y-frequencies, and its value is repre-
sented by an amplitude. Images can be transformed to the fre-
quency domain in order to determine which pixels contain more
important information and whether repeating patterns occur. In
other words, in the frequency domain, we deal with the rate at
which the pixel values are changing in the spatial domain. Since
the frequencies of images relate to the pixel value changing rate,
the images’ frequency components are divided into two parts:
high-frequency components, which correspond to edges in an
image; and low-frequency components, which correspond to
smooth regions. Many researchers have applied this property to
image filtering, compression, and reconstruction [50–52]. The
DFT is a sampled Fourier transform; therefore, it does not contain
all the frequencies forming an image, but only contains a set of
samples that is large enough to fully describe the spatial domain
image. The number of frequencies corresponds to the number of
pixels in the spatial domain image, so the images in the spatial
and Fourier domains are of the same size. For an image with size
M � N, the 2D DFT of the image can be presented as follows:
F k; lð Þ ¼
XM�1

x¼0

XN�1

y¼0

f x; yð Þexp �i2p
kx
M

þ ly
N

� �� 	
ð9Þ
where f x; yð Þ is the image pixel in the spatial domain, and

exp �i2p kx
M þ ly

N

� �h i
is the basis function corresponding to each point

F k; lð Þ in the frequency domain. The equation can be interpreted as
follows: The value of each point F k; lð Þ is obtained by multiplying
the spatial image with the corresponding base function and sum-
ming the result.

On the other hand, images in the frequency domain can be
transformed back into the spatial domain. The inverse Fourier
transform is given by the following equation:
f x; yð Þ ¼ 1
MN

XM�1

k¼0

XN�1

l¼0

F k; lð Þexp i2p
kx
M

þ ly
N

� �� 	
ð10Þ

For large images, a fast Fourier transform (FFT) usually reduces
the dimension complexity and computation time. The FFT pro-
duces complex values, which include the real and imaginary part
or the magnitude and phase. In image processing, only the magni-
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tude is usually displayed, because it contains most of the geometric
structure information of the spatial domain. The magnitude and
phase can be presented as follows:

F k; lð Þj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Re k; lð Þ2 þ Im k; lð Þ2

q
ð11Þ
/ k; lð Þ ¼ tan�1 Im k; lð Þ
Re k; lð Þ

� 	
ð12Þ

where F k; lð Þj j is the magnitude, / k; lð Þ is the phase, and Re k; lð Þ
and Im k; lð Þ are the real part and imaginary part of the FFT output.
F k; lð Þ has a low frequency at the corners of the image but high-
frequency areas in the center, which is inconvenient to interpret.
Thus, the zero frequency will usually be shifted to the center.
Fig. 6 shows the shift of the frequency image center [53].

Converting images into the frequency domain can significantly
speed up the CNN training. Training the network with raw images,
as is done in the spatial domain by 2D convolution, is not an effi-
cient solution for bridge deck data. Instead, the training is per-
formed in the frequency domain, which is more like 1D signal
pattern recognition. Therefore, in the preprocessing stage, images
in RGB channels are read into a grayscale image matrix first. Then,
FFT is applied to each image in the image matrix. The center of the
frequency images is shifted, and the magnitude of each image is
calculated. Fig. 7 demonstrates the significant difference between
the frequency distribution of images with cracks and without
cracks. As shown in Fig. 7, the frequency spectrum has line-
shaped sparks for the image with cracks but does not have such
sparks for the image without cracks. Low frequencies correspond-
ing to smooth background regions are eliminated using an HPF.
Obviously, the main difference between the crack and non-crack
images is in the high-frequency domain. A frequency filter ratio
equal to 0.5 means that only the top 50% high frequencies are kept.
Ratios from 0.2 to 0.7 are tested to obtain the best performance.
Finally, 0.5 is selected to define the threshold. Any frequency
higher than the threshold is kept, and all low frequencies are
replaced with 0. After filtering, a frequency amplitude matrix is
calculated for each image and flattened to a frequency amplitude
vector. Fig. 8 shows the original and filtered amplitudes of crack
and non-crack images. The preprocessed image data are reshaped
into a matrix with shape (number of images � length of flattened



Fig. 6. A 2D image frequency center shift, where u and v are spatial frequency.

Fig. 7. (a) Crack image; (b) frequency spectrum for crack image; (c) non-crack image; (d) frequency spectrum for non-crack image.

Fig. 8. (a) Amplitude for crack image; (b) filtered amplitude for crack image; (c) amplitude for non-crack image; (d) filtered amplitude of non-crack image.
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frequency vector � 1). The reshaped data are used to develop the
1D-CNN with LSTM as the input layer.
3.3. The 1D-CNN-LSTM model architecture

The optimal 1D-CNN-LSTM architecture is selected via an
extensive trial-and-error approach and developed using
TensorFlow modules [55]. The optimal network consists of an
input layer, four sets of convolutional layers followed by a max
pooling layer, an LSTM layer, two fully connected layers, and an
output layer. For each convolutional layer, batch normalization is
applied. The ReLU function is used as the activation function for
the convolutional layers. Sigmoid and softmax functions are con-
sidered as the activation functions for the first and second fully
connected layers, respectively. The total network parameters are
230082, and the trainable parameters are 229378. For the training
process, a stochastic gradient descent is chosen as the optimizer
with a minibatch size of 32 out of 16789 images. An adaptive
and logarithmically decreasing learning rate is adopted to speed
up the convergence. The initial learning rate and weight decay
are 0.1 and 0.0001, respectively. A momentum value of 0.9 is
applied to avoid overfitting. Furthermore, dropout is added after
the LSTM layer and first fully connected layer. The dropout ratio
is set to 0.5. Early stopping is also added to the network, which
stops training when the model performance does not improve sig-
nificantly. Table 1 shows the architecture of the proposed 1D-CNN-
LSTM model.
Fig. 9. (a) Loss and (b) accuracy of the developed 1D-CNN-LSTM model.
4. Crack-detection results

4.1. Performance analysis

The ratio of the crack to non-crack images in the database is 1:2.
The preprocessed database of 16789 manually labeled images is
randomly divided into the training, validation, and testing sets
with respective percentages of 70%, 15%, and 15%. Fig. 9 shows
the loss and accuracy for the training and validation procedure.
The proposed method yields high accuracy on the training and val-
idation data. The maximum training and validation accuracy are,
respectively, 99.05% and 98.9%, achieved at the 49th and 40th
epochs. The testing accuracy is 99.25%. The best model is saved
to be applied to the unseen testing dataset. The simulations
are conducted on a desktop computer with Intel� Xeon� CPU
Table 1
The architecture of the 1D-CNN-LSTM model.

Layer (type) Output shape Number of para

Layer 1 conv1d_1 (Conv1D) (Input#, 4096, 32) 128
BN_1 (Batch Normalization) (Input#, 4096, 32) 128
activation_1 (Activation) (Input#, 4096, 32) 0
Maxpooling_1 (MaxPooling) (Input#, 2047, 32) 0

Layer 2 conv1d_2 (Conv1D) (Input#, 2047, 64) 6 208
BN_2 (Batch Normalization) (Input#, 2047, 64) 265
activation_2 (Activation) (Input#, 2047, 64) 0
Maxpooling_2 (MaxPooling) (Input#, 511, 64) 0

Layer 3 conv1d_3 (Conv1D) (Input#, 511, 128) 24 704
BN_3 (Batch Normalization) (Input#, 511, 128) 512
activation_3 (Activation) (Input#, 511, 128) 0
Maxpooling_3 (MaxPooling) (Input#, 127, 128) 0

Layer 4 conv1d_4 (Conv1D) (Input#, 127, 128) 49 280
BN_4 (Batch Normalization) (Input#, 127, 128) 512
activation_4 (Activation) (Input#, 127, 128) 0
Maxpooling_4 (MaxPooling) (Input#, 31, 128) 0

Layer 5 lstm_1 (LSTM) (Input#, 128) 131 584
Layer 6 dense_1 (Dense) (Input#, 128) 16 512
Layer 7 dense_2 (Dense) (Input#, 2) 258
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E5-1650 v4 @ 3.60 GHz, NVIDIA Quadro K420 GPU, and 31.9 GB
RAM. The total training time is 1 h 12 min 4 s.

4.2. Implementation of the 1D-CNN-LSTM model

An implementation running code is developed in Python 3.7 for
concrete bridge crack detection. Following the procedure described
in Section 3, large-scale images are broken into small image groups
with a size of 64 � 64 pixels. Each image group is transformed into
the frequency domain and filtered with the same scale HPF. The
developed model is then applied as a local window sliding through
each image group to classify small images in the group as crack or
meters Filter size Number of filters Stride Activation function

3 32 1 —
— — — —
— — — ReLU
4 — 2 —
3 64 1 —
— — — —
— — — ReLU
4 — 4 —
3 128 1 —
— — — —
— — — ReLU
4 — 4 —
3 128 1 —
— — — —
— — — ReLU
4 — 4 —
— — — —
— — — Sigmoid
— — — Softmax
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non-crack images. In order to obtain more continuous cracks, an
overlapped local sliding window is applied. Fig. 10 provides a brief
description of the sliding process. As shown in the Fig. 11, the
detected cracks are more continuous after using the overlapped
sliding window. Small images with cracks are kept as the output
and restored to their original location in the large-scale image.
All other small images without cracks are eliminated. Fig. 12 shows
the crack-detection implementation framework. As discussed
before, 500 images sized 256� 256 pixels are stitched into 20 large
images sized 1280 � 1280 pixels to test the generalization of the
trained model. For each image, the time for output generation is
Fig. 10. A schematic representation of the overlapped sliding window.

Fig. 11. Detected cracks using the overlapped and non-overlapped windows.

Fig. 12. The 1D-CNN-LSTM implementation
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merely 5–7 s. Fig. 13 presents the crack-detection results for two
of the tested images. The implementation accuracy is calculated
as follows:

ACC ¼ TPþ TN
TPþ TNþ FPþ FN

� 100% ð13Þ

ER ¼ 100%� ACC ð14Þ
where ACC and ER are the accuracy percentage and error rate,
respectively; TP, TN, FP, and FN are the number of true positives,
true negatives, false positives, and false negatives, respectively.
Referring to Fig. 13, the implementation accuracies are 98.5% and
97.75%; accordingly, the error rates are 1.5% and 2.25%.
5. Comparative study

In order to provide insight into the implementation speed and
accuracy of the proposed 1D-CNN-LSTM method, it was compared
with existing deep learning methods and two commonly used edge
detectors: namely, the Canny [56] and Sobel [57] detectors. Almost
all existing studies in the area of deep learning for crack detection
are based on the use of classic CNN structures and training images
in the spatial domain [29,30]. Therefore, a 2D-CNN network similar
to the model recently proposed by Cha et al. [29] was also devel-
oped in this study. The same database was used for the training,
validation, and testing of the 2D-CNN method. The details of the
2D-CNN architecture are shown in Table 2. The total parameters
and trainable parameters are 896770 and 896322, respectively.
Table 3 summarizes the comparative study results. As seen in this
table, the proposed method not only provides better detection per-
formance, but also requires significantly fewer total and trainable
parameters. The most important observation here is that the com-
putation cost of the 2D-CNN method is about 129% and 710%
higher than the proposed 1D-CNN-LSTM approach for the calibra-
tion and implementation phases, respectively. The slow processing
speed of the 2D-CNN and other existing deep-learning-based
methods pertains to the fact that they deal with images in the spa-
tial domain. Also, applying the HPF in the preprocessing stage
reduces redundant data information, leading to faster processing.
The fast implementation of 1D-CNN-LSTM makes it ideal for the
real-time detection of cracks on bridge decks. Furthermore,
Fig. 14 shows a simple comparison of the 1D-CNN-LSTM, Canny,
and Sobel edge detectors on one of the testing samples. As seen
in this figure, 1D-CNN-LSTM notably outperforms the edge
process for concrete crack detection.



Fig. 14. (a) Original image; (b) output by the proposed 1D-CNN-LSTM method;
(c) output by the Canny edge detector; (d) output by the Sobel edge detector.

Fig. 13. Crack-detection results for two of the tested images.
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detecting methods. In fact, the Canny method can hardly detect
any cracks, due to the uneven concrete surface, while the partially
detected cracks by the Sobel method are heavily affected by the
noisy background.
6. Conclusions

In this study, a new concrete crack-detection method was
presented that integrates 1D-CNN, LSTM, and a learning process
Table 2
The architecture of the classical 2D-CNN network for crack detection.

Layer (Type) Output shape Number of pa

Layer 1 conv2d_1 (Conv2D) (Input#, 64, 64, 32) 320
BN_1 (Batch Normalization) (Input#, 64, 64, 32) 128
activation_1 (Activation) (Input#, 64, 64, 32) 0
Maxpooling_1 (MaxPooling) (Input#, 63, 63, 32) 0

Layer 2 conv2d_2 (Conv2D) (Input#, 63, 63, 64) 18 496
BN_2 (Batch Normalization) (Input#, 63, 63, 64) 265
activation_2 (Activation) (Input#, 63, 63, 64) 0
Maxpooling_2 (MaxPooling) (Input#, 31, 31, 64) 0

Layer 3 conv2d_3 (Conv2D) (Input#, 31, 31, 128) 73 856
BN_3 (Batch Normalization) (Input#, 31, 31, 128) 512
activation_3 (Activation) (Input#, 31, 31, 128) 0
Maxpooling_3 (MaxPooling) (Input#, 7, 7, 128) 0
Flatten () (Input#, 6272) 0

Layer 4 dense_1 (Dense) (Input#, 128) 802 944
Layer 5 dense_2 (Dense) (Input#, 2) 258

Table 3
A comparison of the 2D-CNN and 1D-CNN-LSTM methods.

Method Total
parameters

Trainable
parameters

Training
accuracy

Standard 2D-CNN 896 770 896 322 98.52%
1D-CNN-LSTM 230 082 229 378 99.05%

1794
in the image frequency domain. Thousands of images of cracked
and non-cracked concrete bridge decks were used to train, validate,
and test the proposed 1D-CNN-LSTM algorithm. The accuracy of
the 1D-CNN-LSTM model was found to be 99.05%, 98.90%, and
99.25%, respectively, on the training, validation, and testing data-
sets. The implementation framework was able to successfully
deploy the well-trained model for the detection of cracks on unla-
beled large-scale images with high accuracy. Although the rate of
false positives and negatives was satisfactory in the implementa-
tion, the performance of the model can still be improved by
including more training data. The proposed method was compared
with an existing deep-learning-based method and two edge
detectors. The comparison results showed that the performance
rameters Filter size Number of filters Stride Activation function

3 32 1 —
— — — —
— — — ReLU
2 — 1 —
3 64 1 —
— — — —
— — — ReLU
2 — 2 —
3 128 1 —
— — — —
— — — ReLU
4 — 4 —
— — — —
— — — Sigmoid
— — — Softmax

Validation
accuracy

Testing
accuracy

Training time Implementation
output time

98.12% 97.80% 2 h 45 min 16 s 38–59 s per image
98.90% 99.25% 1 h 12 min 4 s 5–7 s per image
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of 1D-CNN-LSTM is superior to the compared methods. One of the
significant advantages of the 1D-CNN-LSTM method over other
studied CNN algorithms is its significantly faster training and
implementation time. This issue is critical for real-time concrete
crack detection, especially for autonomous bridge inspection using
unmanned aerial vehicles. This observation clearly validates the
efficiency of data preprocessing in the frequency domain. Future
research can focus on developing models using larger and more
diverse datasets. Integrating other efficient deep learning methods
such as Yolo with LSTM in the frequency domain can also be a suit-
able topic for future research.
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