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Figure 1. The Robot-Era domestic robot. (a) The  
robot combines the ScitosG5 differential-drive 
platform, the Kinova Jaco 6-DOF arm with integr
ated three-finger hand, and a pan-tilt sensor head; 
(b) close-ups of the tilting handle for walking 
support; (c) the object transportation tray.

ABSTRACT Systems for ambient assisted living (AAL) that integrate service robots 
with sensor networks and user monitoring can help elderly people with their daily 
activities, allowing them to stay in their homes and live active lives for as long 
as possible. In this paper, we outline the AAL system currently developed in the 
European project Robot-Era, and describe the engineering aspects and the service-
oriented software architecture of the domestic robot, a service robot with advanced 
manipulation capabilities. Based on the robot operating system (ROS) middleware, 
our software integrates a large set of advanced algorithms for navigation, 
perception, and manipulation. In tests with real end users, the performance and 
acceptability of the platform are evaluated.

KEYWORDS service robots, ambient assisted living, manipulation and grasping, 
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1 Introduction
An aging society is widely considered to be one of the main socio-political chal-
lenges of the 21st century. Demographics, improved health care, increasing urban-
ization, and the trend towards smaller families imply that more and more elderly 
people are living alone. Recent data for Europe indicates that currently about 17.5% 
of the total population (88.5 million out of 505.7 million people in 2012) are aged 
65+, but this percentage is expected to increase to 30% (164 million people) in 2050 
[1]. The number of elderly people living alone varies between countries, and is as 
high as 67% for people aged 80+ in Scandinavia. Although similar numbers ap-
ply for the USA, these numbers are dwarfed by estimations for Asia, due to the 
large populations and the expected rise in family income over the next decades. 
In Japan, the percentage of persons aged 65+ is expected to grow from 17.2% (21.6 
million people) in 2000 to 36.5% (45.8 million people) in 2050, and the correspond-
ing estimates for China are 6.9% (88 million people) and 23.9% (400 million people), 
respectively.

Mobile personal service robots, capable of helping people in their daily house-
keeping tasks, are one approach to tackling the problem (Figure 1). The Robot-Era 
project, funded as part of the European Seventh Framework Programme (FP7), 
proposes a fully integrated system for ambient assisted living (AAL) [2]. The proj-
ect targets persons aged 65+ who are either living alone or with their families, but 
who do not have dedicated caregivers. These should be people who still maintain 
a high level of autonomy according to the usual medical classifications, although 
they may show the first signs of physical and cognitive disabilities. The system 

services are designed to help the users 
with their daily-life activities (commu-
nication, dressing, cleaning, cooking, 
etc.) and to stimulate and encourage 
mental and physical exercise.

The requirements for the system 
were derived from focus-group stud-
ies using interviews, questionnaires, 
and the observation of elderly users in 
Germany, Italy, and Sweden [3]. Un-
like typical laboratory robots that are 
used by experts, the Robot-Era system 
must be usable by elderly people with 
no prior knowledge of robots, who may 
have slight mental or physical disabili-
ties. Therefore, the user interface of the 
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robot is intentionally kept simple, and only exposes a set of 
robot services that are easy to understand and select.

Figure 2 outlines the overall concept. A set of multiple 
robots with dedicated roles is coordinated by a planner that 
has access to a variety of ambient sensors. The basic idea is 
not only to provide services within the apartment of a single 
user, but also to span the functionality across buildings and 
a residential area to outdoor zones and perhaps even a whole 
town. Data is exchanged and integrated using a common 
middleware, and contextual information is extracted from 
the stationary and robot sensors and the user commands and 
stored in the context-awareness module (CAM) database.

the software architecture of the robot and outline the main 
building blocks and the interfaces between them. Finally, 
Section 5 presents results from the first large-scale test of the 
system with elderly users, and highlights key design changes 
made according to our experiences. The paper concludes with 
a summary and outlook to future work.

2 Related work

The design of control architectures for autonomous robots 
remains at the heart of robotics research, with the plan-based 
approach first implemented on Shakey [4] and on Brooks’ 
subsumption concept [5], on both ends of the spectrum. The 
designers of many recent robots take a pragmatic approach, 
and integrate a multilayer architecture with some variant 
of symbolic planning and scripted skills on top of a robot 
middleware framework; examples include Player [6], YARP 
[7], ROS [8], and MIRA [9]. These frameworks provide a com-
munication infrastructure and proven software for common 
robot tasks.

Developed since 1998, the Fraunhofer Care-O-bot robots 
are among the best-known examples of service robots target-
ing elderly assistance [10–12]. The mobile platform uses four 
individually steerable wheels for omni-directional mobility. 
With one robot arm and a foldable tray, these robots can carry 
objects and perform simple pick-and-place tasks. Originally 
based on custom hybrid software [13], these robots are now 
running the robot operating system (ROS).

Research on elderly-care robots began in Japan around the 
same time as the first Care-O-bot, with work on WENDY [14] 
at Waseda University dating back to 1999. The PR2 robot [15] 
also uses a steered-wheel mobile platform. Two compliant 
7-DOF robot arms with grippers are mounted on a telescop-
ing spine that enables the robot to lift or lower its arms to in-
crease the workspace. The software is fully based on ROS [16]. 
This robot has been sold to several universities and research 
institutes around the world, and provides a reference and 
benchmark platform from which several groups can share, 
exchange, and compare their algorithms. A recent design, the 
HoLLiE assistance robot [17], integrates a wheeled platform 
with two robot arms for advanced manipulation. Like the 
PR2, an active torso increases the reach of the robot.

3 Domestic robot hardware

Any robot designed for household manipulation tasks must 
be able to reach objects and furniture, and its workspace 
must therefore be similar to the reach of humans. However, 
the size of the robot is limited by the width of typical doors, 
while its weight remains a difficult compromise between bat-
tery capacity, stability, and the payload of the manipulators. 
In most scenarios, these robots are expected to move and 
operate autonomously in direct proximity and even contact 
with humans, and safety is therefore of the utmost impor-
tance. 

While it is difficult to estimate realistic prices for re-
search prototypes, the reference robots listed above are all 
based on rather complex designs. In contrast, the stakehold-

Figure 2. Overall concept and architecture of the Robot-Era platform for 
ambient assisted living and elderly care. The end users and caregivers 
interact with the system using a speech interface or an intentionally simple 
tablet-based graphical user interface. Different robots are used for outdoor, 
condominium (transport), and domestic (cleaning) uses. Data from ambient 
sensors, user monitoring sensors, the robots, and smart appliances is integrated 
in the PEIS middleware layer. The configuration planner coordinates the system 
and the robots.

Thus far, three different robots are being considered in our 
demonstration facilities in Peccioli (Italy) and Orebro (Swe-
den):
•	The outdoor robot is designed for autonomous outdoor 

transportation tasks (e.g., shopping, garbage), but also 
provides guidance and walking support to the elderly.

•	The condominium robot handles object transportation 
tasks within a building or building complex.

•	The domestic robot takes on the role of a dedicated in-
door service robot and is designed for manipulation and 
cleaning tasks as well as object transportation. The robot 
system is operated by the elderly users via the tablet and 
speech interfaces.

In addition, elevators and doors have been instrumented to 
be used by the robots and the planner.

Due to its close interaction with the user and the need for 
it to be able to perform autonomous manipulation tasks, the 
domestic robot is by far the most complex component of the 
overall system. To keep down the cost of this robot, its hard-
ware was assembled from proven standard components (Fig-
ure 1).

The rest of this paper describes the design of the domes-
tic robot, and motivates the major design decisions. Section 
2 summarizes the state of the art, and Section 3 describes 
the overall design of the domestic robot and the selection 
of its key hardware components. In Section 4, we introduce 
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er interviews and financial analysis carried out by project 
Robot-Era clearly indicated that only a lower cost robot 
would be affordable, even for large retirement homes. Giv-
en these budget limitations, a differential-drive platform 
with one robot arm was selected as the basic design. Figure 
3 shows the evolution of this robot from the basic design to 
the prototypes used in the first and second experimental 
phases of the project.

3.1 Mobile platform
We selected the proven Scitos-G5 differential-drive mobile  
robot [18] as the base platform for the domestic robot. 
The form factor allows the robot to pass through narrow 
doors and corridors, and the weight of the integrated lead 
batteries results in a low center of gravity that makes the 
platform safe for the walking-assistance and stand-up-
helper scenarios. The runtime with fully charged batteries 
is several hours, and the robot will return to its charging 
station autonomously. Sensors for localization and obstacle 
detection include front and rear laser-scanners (Sick S300 
and Hokuyo URG-05), a ring of sonar sensors, the wheel 
odometry, and a gyroscope.

3.2 Manipulator
Our user studies clearly showed that the robot should be 
able to grasp a variety of objects including soft objects and 
clothes. In addition to cleaning tasks, the users also expected 

help with heavy objects and with reaching objects on the 
floor and on high shelves. At the same time, the acceptability 
studies indicated the importance of a good design with an 
aesthetically pleasing appearance and outer form.

Therefore, we considered several lightweight robot arms 
for the robot and checked them against our functional re-
quirements, which included the robot weight, payload, kine-
matics and reach, gripper options, force/torque and tactile 
sensors, mechanical and electrical interface, vendor-provided 
software, and, last but not least, costs. Figure 4 shows the 
shortlist of candidates, namely the Schunk Powerball arm [20], 
the Kinova Jaco arm [21], the Schunk modular system [22], the 
compliant BioRob arm with memory-wire actuation [23], and 
the Universal Robots UR5 arm [24]. At that time, no vendor 
had a ROS interface to their arm ready, but all indicated that 
it was planned.

We finally decided on the Kinova Jaco arm because tele-
operation tests demonstrated the versatility of its three-finger 
hand and indicated acceptable performance despite its low 
payload of 1.5 kg. Originally designed for helping disabled 
people in wheelchairs, the Jaco arm also has the advantage of 
existing medical certification and a pleasing appearance [25]. 
System integration is especially simple for the Jaco arm, since 
it has just one USB-connection and relies on a 24 V DC sup-
ply. The arm lacks torque sensors or tactile sensors, but motor 
currents are measured and provide a rough estimate of forces 
and torques.

Figure 3. Evolution of the domestic robot. (a) Initial design sketch and concept of the tilting handle for walking support; (b) experimental Jaco arm integration on 
the astromobile robot [19]; (c) ROS URDF robot model with sensor and actuator coordinate systems; (d) first-year prototype without cover; (e) second-year prototype 
with soft cover; (f) third-year prototype with hardware updates and new cover; (g) experimental test.
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3.3 Sensors and calibration
The sensor suite of the robot is fairly standard and includes 
the sensors of the mobile platform (front and rear laser-
scanners, sonar, wheel odometry, gyroscope, bumpers, and 
emergency-stop button). Two FireWire cameras and the 
XtionPro RGB-D sensor are mounted on the moveable (pan-
tilt) head of the robot. Another USB camera on the side of the 
robot is used to detect objects on the floor to the right of the 
robot. Standard techniques are used to calibrate the intrinsic 

parameters of the cameras, and global calibration is done by 
the tools available in ROS.

4 Software architecture
This section describes the software architecture of the ro-
bot. An abstraction layer encapsulates the robot skills into 
services for use by the ambient sensor network. Most of the 
computation is performed by a large number of ROS nodes, 
with state-of-the-art algorithms for environment perception 
and motion planning.

4.1 Overview and main abstraction layers
The robot software is organized into four main abstraction 
layers (Figure 6). The topmost layer consists of the user in-
terface (speech, tablet) and the PEIS middleware [26, 27]. The 
PEIS system maintains the state of all sensors in the ambient 
assisted living environment, manages the high-level semantic 
information about objects and tasks, and provides the sym-
bolic multi-robot planner that controls the different robots, 
sensors, and smart appliances [28].

Figure 4. Robot arms evaluated for the domestic robot due to their 
combination of weight, payload, reach, mobile use, and costs. (a) Schunk 
Powerball arm; (b) Kinova Jaco; (c) close-up of the Jaco three-finger hand;  
(d) Schunk modular arm; (e) BionicRobots BioRob arm (memory-wire actuation); 
(f) Universal Robots UR5. (Images courtesy of the vendors)

Figure 5. Example workspace analysis of the robot with the Jaco arm in 
top-grasp hand orientation. The arm-mount position was chosen so that the 
robot can reach the floor and access its object transportation tray, and so that it 
has a large workspace on its right side. (a) Reaching the floor; (b) example from 
a hospital-care scenario.

Figure 6. Software architecture for the domestic robot. Users request robot 
services from the PEIS middleware using speech or their tablet computers (HRI). 
PEIS manages the ambient sensor network and provides the symbolic planner. 
The PEIS-ROS exekutor modules encapsulate the robot services; this layer is 
subdivided into high-, medium-, and low-level robot skills (layer 2). The main 
robot software (layer 3) is fully based on ROS, except for platform localization 
and navigation handled by MIRA/CogniDrive. Layer 4 includes the device 
drivers that control the sensors and actuators.

Given its reach of about 90 cm and its slightly unusual ki-
nematics, no possible mount point allowed the Jaco arm to 
reach both the floor and high shelves. We decided to mount 
the arm at a height that allowed for good workspace dexter-
ity on tabletops and for reaching the floor. The initial and 
final mount positions of the arm can be seen in Figure 3. Fig-
ure 5 shows two examples of our workspace analysis, one for 
cleaning tasks and one for a hospital scenario. We are con-
sidering mounting the arm on a moving spine (similar to the 
PR2 [15] or HoLLiE [17]) as a later upgrade, to increase the 
reach of the robot.

The second level is composed of a set of carefully chosen 
services that encapsulate the available robot skills. Inside 
this PEIS-ROS interface layer, the robot skills are further 
organized into a three-level hierarchy of basic skills (single 
sensor or actuator), intermediate skills (multiple sensors and 
actuators involved), and high-level services that require a 
combination of basic and intermediate skills [29]. Table 1 lists 
some examples of robot skills, while Figure 7 illustrates the 
sequencing and interaction for the bring-object service.
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to the PEIS layer and the user interface.
The fourth level is made up of the different sensor and ac-

tuator drivers, which in turn interface to the actual hardware 
devices. Robot localization and navigation is performed by 
the MIRA/CogniDrive software from Metralabs, which is 
tuned for the Scitos G5 platform and was found to perform 
much better than the common ROS navigation_stack.

4.2 ROS
Modeling a new robot for ROS begins with the URDF robot 
model [30], which describes the geometry and kinematics 
structure of the robot, including all joints and wheels as well 
as the sensors and actuators. Suitable ROS device drivers 
were also available for most components, including the laser 
scanners, FireWire cameras, and the Xtion RGB-D sensor.

4.3 PEIS-ROS interface
The main purpose of the PEIS-ROS interface is a clear encap-
sulation and mapping of the implemented robot skills to the 
PEIS tuple space, where information is stored in pairs of keys 
and payload data. The PEIS middleware receives service re-
quests from the users, keeps the semantic information about 
tasks and objects, and plans coordinated action sequences for 
the different robots.

Because most of the robot actions take several seconds or 
even minutes to complete, the PEIS-ROS layer must support 
asynchronous service requests with regular feedback during 
skill execution. Our interface is based on a hierarchy of C++ 
classes called exekutors, one for every robot skill, which pro-

Table 1. Example skills defined for the domestic robot.

Skill Level Description

Emergency Stop L Safe stop of all robot motion

GetCameraImage L Send image from camera to PEIS

GetKinectImage L Gets image and 3D pointcloud

GetLaserScan L Reads laser scan for navigation/docking

MoveTo L Drives the robot to the given pose (x, y, q)

MovePtu L Moves the robot head to given (pan, tilt)

RetractJacoArm L Moves the arm to the save park position

…

DetectKnownObject I Find the requested object, return 6-DOF position (x, y, z) and orientation (j, y, q)

GraspKnownObject I Move the hand to the object and grasp it 

PlaceObjectOnTray I Puts a grasped object onto the robot’s tray 

MoveHingedDoor I Arm motion to grasp and open a door

DockToCoro I Drive to position of the condominium robot, align robots for object exchange

HandoverObject I Move the arm toward the user, wait for voice command (confirmation) then release the object

…

DetectPerson H Identify a person from camera images

WalkingSupport H Move toward the user, rotate until user can grasp the handle, then drive the robot according to the user movements

BringObject H DetectKnownObject, GraspKnownObject, PutObjectOnTray, DriveToUser

CleanTable H HandoverObject detect all objects on a table, put onto tray, carry to kitchen, then put into kitchen sink

CleanWindow H Put sponge/brush onto tray, drive toward window, perform cleaning motions

Notes: L means low-level; I means intermediate; H means high-level.

Figure 7. Example sequence diagram for the bring-object service. 
Following the user request (“bring me milk”), the planner first checks the CAM 
module to find the position of the selected object, and then plans and calls 
the corresponding services on the domestic robot. In this case, the two drive 
commands (first to the refrigerator, and then back to the user) are handled by 
the MIRA/CogniDrive module, while perception and arm motions are handled 
by ROS.

These skills are implemented in turn on the third layer by 
combinations of interacting ROS nodes. Object grasping and 
manipulation is managed by the MoveIt! framework, which 
interfaces to the perception modules for collision-aware and 
self-filtered arm motion planning. Custom ROS nodes are 
used to control the Jaco hand for grasping. A dedicated su-
pervisor ROS node manages the scheduling of ongoing ser-
vices, and provides feedback about task and subtask progress 
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vide a ROS actionlib [31] interface to the PEIS network. Each 
exekutor subscribes to the PEIS network and is configured to 
monitor a set of specific target tuples. When the target tuple 
changes, the goal function is called with the tuple payload as 
the parameters, and service execution is started. While ac-
tive, the exekutor class provides periodic status and feedback 
messages to PEIS, until the service is completed.

4.4 Perception
The design of the multi-modal perception system for the do-
mestic robot has been driven by the different manipulation 
scenarios. To grasp and manipulate an object, the existence of 
the object must be detected, along with its position and orien-
tation with respect to the base coordinate system of the robot. 
In our scenarios, three kinds of objects are relevant:
• Box-shaped household objects (e.g., cereal box, milk car-

ton, instant-coffee package).
• Cylindrical household objects (e.g., bottle, cup, soda pop 

can). 
• Special-purpose buckets and other objects.
We have evaluated and implemented different algorithms 

for these objects, managed by our Visionhub ROS node. 
Figure 8 shows the detailed structure and integration of the 
perception system, and Figure 9 shows a typical recognition 
result.

boxes and buckets are defined for the shopping, laundry, 
and garbage scenarios. These objects have been designed 
with handles suited for the gripper of the Jaco arm (Figure 
10), while AprilTags [33] fiducial markers are used for robust 
detection and accurate pose estimation. This choice has the 
advantage that only a small marker and not the whole object 
must be in the field of view of the camera. Object grasp posi-
tions are specified in relation to the marker location, and can 
also be learned using the joystick.

The Visionhub node acts as the common interface between 
the different nodes for image processing (AprilTags, SIFT, 
point-cloud) and the manipulation and grasp-planning 
nodes. It provides a clean abstraction of the high-level task 
(grasping an object) and hides the low-level details of the un-
derlying object-detection process. The Visionhub XML con-
figuration file includes the following data:
• Dimensions of the bounding box.
• Surfaces (image files) and their exact position.
• AprilTag markers and their size and position.
• Information on grasps (grasp-points maximum force). 
The node can also interface to an ontology or to the PEIS 

context-awareness module with semantic information about 
objects, their usage, and how to grasp them.

5 Experiments and results
During 2013 and 2014, the Robot-Era system and services 
were tested in a large experimental test with elderly users (35 
persons in Peccioli, and 35 in Orebro; see Figure 11). Every test 
user was asked to test and evaluate each of the 11 services im-
plemented at that time, using the tablet and speech interface 
to interact with the robots. The users evaluated each service 
for usability, acceptability, and perceived performance. The 
learning curve for the user interface had a significant impact, 
and the first services tested suffered from this.

Figure 12 shows example usability and acceptability results 
based on the SUS (system usability scale) [34] analysis of the 
user questionnaires. The SUS method combines positively 
and negatively worded questions, and maps the replies into 
numbers ranged from 0–100. To summarize the results, we 
also applied the following classification [35]:

Figure 8. Overview of the multi-modal perception pipeline. The data from 
the cameras and the Xtion RGB-D sensor is forwarded to the SIFT-based 
recognition of known objects and a marker-based pose-recognition algorithm. 
Depth images and point-cloud data from the Xtion sensor are processed 
using the tabletop_object_recognition stack to find clusters that correspond to 
(graspable) objects. The recognition results of the different pipelines are then 
fed into the central Visionhub node, which performs data fusion and outputs a 
list of detected objects, together with the object pose information and covariance 
estimates. Point-cloud data is also forwarded to the person-detection modules 
and CogniDrive for 3D-obstacle avoidance while driving.

Figure 9. Object perception in a cluttered environment. (a) Original robot 
camera image showing several boxes on a kitchen table. Note that the objects 
overlap and are only partially visible. (b) Visualization of the robot together 
with the recognized graspable objects in the ROS RViz tool. For every 
detected object, the object name, shape, and the full 6-DOF pose (position 
and orientation) of the object center are calculated and published on ROS 
messages. In the example scene, all four boxes have been detected correctly 
by the Visionhub node, and the object shapes (cyan boxes) and object poses 
(red, green, and blue axes) are visualized.

The SIFT-algorithm can reliably detect box-shaped objects 
[32], as long as at least one box surface provides a sufficient 
amount of optical features. It is necessary to provide a refer-
ence image of each relevant surface as well as the exact di-
mensions of the object. The full 6D pose of the object can then 
be reconstructed based on the camera calibration data and 
the dimensions of the reference images.

Cylindrical objects are best detected using the 3D point-
cloud from the XtionPro camera. Since such an object is rota-
tionally symmetric, only two of the three degrees of freedom 
of the orientation can be detected; however, due to the sym-
metry, side-grasps can be applied from an arbitrary angle.

In addition to common household objects, special-purpose 

Activia center
Riso center

Latte center

Kellog center

(a) (b)
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• 0–64 points: not usable;
• 65–84 points: usable;
• 85–100 points: excellent.
The detailed analysis of the experiments has been published as a project report 

[36]. For most of the services, no significant correlations were found regarding sex, 
education level, or wealth of the test persons. While the same hardware and soft-
ware was used in Italy and Sweden, there were slight differences in overall scores 
and evaluation.

All feedback from the users as well as video recordings and experiences (e.g., 
crashes) from the experiment runs were analyzed carefully [37]. This analysis re-
sulted in a list of changes to the services and important robot and system updates:
• In general, users preferred the speech interface over the tablet, despite the need 

to carry a microphone. One interesting observation is that the text-to-speech 
system on the domestic robot was actually too good, so that users expected 
that they could simply talk to the robot. As a result, the speech-command 
interface was completely redesigned, switching grammar and commands de-
pending on context.

• Several test persons criticized the size and appearance of the domestic robot. 
The cover was redesigned accordingly, using better materials and giving the 
robot a more slender look (Figure 3 shows both earlier and later models).

• Hardware changes for the robot included an updated arm-mount position, a 
larger object-transportation tray, and improved on-board computer perfor-
mance.

• Several tests suffered from performance issues on the network and the PEIS 
middleware. These problems were identified and the software was improved.

• Perception of unknown objects was found to be too unreliable. Visual markers 

Figure 10. Object exchange between the domestic and the condominium robots. (a) AprilTag markers 
are used on the box; (b) the round handle inside the box improves grasp stability for the Jaco hand.

and known objects will be used in 
future experiments to improve ro-
bustness.

All change items were addressed 
and implemented, so that the system 
is now ready for the upcoming second 
experimental loop. Two test series will 
again be performed in our prototype 
apartments, but this time the users will 
be alone with the robots, and research-
ers will not help or re-start the robots if 
problems occur. The final test will take 
place in a third ambient assisted living 
apartment in Ancona (Italy), where re-
cently recovered hospital patients will 
be expected to use the system without 
any help from developers at all.

6 Summary

In this paper, we outlined an AAL ar-
chitecture that targets integrated robot-
ic services for elderly users spanning 
indoor, residential, and outdoor spaces. 
We motivated the hardware design and 
the software architecture of the domes-
tic robot, an affordable indoor-service 
robot. Our software encapsulates the 
robot functionality in a layered hierar-
chy of robot services. Advanced per-
ception and manipulation functions of 
the robot are built from a large number 
of existing ROS software stacks. The 
system was tested during 2013 and 2014 
in a large field test with 70 elderly users 
in Italy and Sweden, and the usability 
and acceptability scores for the robot 
and the overall system are encourag-
ing. Several improvements were made 
to the robot as a result of the tests, and 
additional manipulation and cleaning 

Figure 11. Photos from the first experimental loop. (a) Tablet-based user interface; (b) condominium robot; (c) indoor walking support; (d) garbage exchange 
between domestic and condominium robots.
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Figure 12. Typical results from the first large-scale experimental test of the Robot-Era system. The usability and acceptability of the three robots and the 
services were analyzed based on questionnaires (using the SUS score) and video analysis of the experiments. Overall scores are promising, despite bugs and 
problems during certain runs of the experiments. Scores of 65 and 85 points were used to split the classes. (a) Acceptance of DORO appearance; (b) usability of “shop 
and drug delivery service”; (c) acceptance of “shop and drug delivery service”; (d) usability of garbage collection; (e) acceptance of garbage collection; (f) usability of 
indoor walking support.

tasks will be tested in the upcoming second large field test.
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