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This study presents a connected vehicles (CVs)-based traffic signal optimization framework for a coordi-
nated arterial corridor. The signal optimization and coordination problem are first formulated in a cen-
tralized scheme as a mixed-integer nonlinear program (MINLP). The optimal phase durations and
offsets are solved together by minimizing fuel consumption and travel time considering an individual
vehicle’s trajectories. Due to the complexity of the model, we decompose the problem into two levels:
an intersection level to optimize phase durations using dynamic programming (DP), and a corridor level
to optimize the offsets of all intersections. In order to solve the two-level model, a prediction-based solu-
tion technique is developed. The proposed models are tested using traffic simulation under various sce-
narios. Compared with the traditional actuated signal timing and coordination plan, the signal timing
plans generated by solving the MINLP and the two-level model can reasonably improve the signal control
performance. When considering varies vehicle types under high demand levels, the proposed two-level
model reduced the total system cost by 3.8% comparing to baseline actuated plan. MINLP reduced the
system cost by 5.9%. It also suggested that coordination scheme was beneficial to corridors with relatively
high demand levels. For intersections with major and minor street, coordination conducted for major
street had little impacts on the vehicles at the minor street.

� 2020 THE AUTHORS. Published by Elsevier LTD on behalf of Chinese Academy of Engineering and
Higher Education Press Limited Company. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Over the past several decades, extensive efforts have been
devoted to improving the performance of traffic signal control
systems in order to alleviate ever-growing traffic congestion.
Connected vehicle (CV) technologies have received increasing
attention in signal timing optimization. These technologies include
vehicle-to-vehicle (V2V) communication, vehicle-to-infrastructure
(V2I) communication, vehicle-to-pedestrian (V2P) communication,
and vehicle-to-everything (V2X) communication. CVs make it
possible to collect drivers’ information, including their origins,
destinations, and precise trajectory information (e.g., second-by-
second vehicle speeds and locations). Such information can be
transferred to signal controllers for signal timing optimization.
CVs can also benefit signal coordination for multiple intersections
on a signalized corridor or a road network, which can provide effi-
cient movements of vehicle platoons through adjacent intersec-
tions. There are three key parameters for signal coordination:
cycle length, split, and offset. Cycle length is defined as the time
period to finish a complete signal phase sequence. Coordinated
traffic signals normally need to have the same cycle length, called
the ‘‘common cycle length” (although half of or double the com-
mon cycle length is sometimes acceptable as well). In practice,
such a common cycle length can be determined by signal design
tools, such as SYNCHROy and TRANSYT�. Split is the sum of the green
time and clearance time of a particular phase, which is a segment of
the cycle length allocated to the phase. It is also called the phase
duration. Offset is the time difference between a fixed point in the
cycle of an intersection (e.g., the start of the green time) and a sys-
tem reference point. Coordination is especially beneficial for inter-
sections on a corridor, which are closely spaced to each other (e.g.,
a spacing of 1200 m has been suggested by the US Federal Highway
Administration (FHWA) [1]) and the traffic demands between adja-
cent intersections are relatively large and random.

Signal coordination models have some common measures of
effectiveness (MOEs). Bandwidth maximization used to be a
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common objective function for signal coordination. It is the
amount of time that a vehicle can travel through all intersections
of the coordinated corridor without stopping. Bandwidth is related
to the system capacity and to the throughput, which is determined
by the offsets. The early literature on bandwidth optimization
mostly relies on the graphical method [1–4], and the later litera-
ture focuses on mixed-integer linear programs (MILPs) to maxi-
mize the sum of the bandwidths for the two directions of the
coordinated corridor [5]. Branch and bound algorithms are often
used to solve the optimization problem. For example, Gartner
et al. [6] expanded the previous signal coordination models by con-
sidering actual traffic volumes and flow capacity in the MILP for-
mulation for bandwidth optimization. Their model is called
MULTIBAND because they defined a different bandwidth for each
direction of the corridor, which was individually weighted based
on their contributions to the objective value. PASSER is a software
tool developed to maximize the bandwidth efficiency, given pre-
calculated splits [7]. Other measures of effectiveness include
delays, total travel times, number of stops, and queues. Coogan
et al. [8] optimized the offset of coordinated traffic signals to
reduce the average queue lengths at all intersections by assuming
a fixed timing plan with a common cycle length for each intersec-
tion. They derived a closed-form analytical model of a non-convex,
quadratically constrained quadratic program (QCQP). The simula-
tion results demonstrated a significant reduction in queue lengths.
Due to the stochastic nature of traffic flows, travel time reliability
is another important indicator to measure dynamic traffic condi-
tions. Zheng et al. [9] considered minimizing average travel time
and its reliability as the objective to optimize the fixed cycle
length, effective green times, and offsets. They applied a genetic-
algorithm-based approach to solve the nonlinear optimization
problem. The proposed model was shown to significantly improve
travel time reliability and reduce delay in a simulation network
and a real-world corridor. Hu and Liu [10] developed a data-
driven model to minimize the total delay for an arterial corridor.
They solved two problems in the proposed model: the early return
to green problems for the coordinated phase and the uncertainty of
the intersection queue size. A commonly used method for
network-level traffic signal optimization problems is the decompo-
sition solution technique [11–15]. Although most decomposition
methods do not consider offset as a variable in their model, they
take advantage of the coordination properties when optimizing
signal timing for a traffic network. The traffic signal timing of each
intersection is determined by accounting for the influence of traffic
conditions and signal timing in a large area, such as a few upstream
and downstream intersections. As a result, multiple adjacent inter-
sections are synchronized to improve system operations.

With the advent of CV technology, vehicles (drivers) and traffic
infrastructure can exchange information in real time. Such infor-
mation (e.g., origins, destinations, departure times, and second-
by-second trajectories) can be used by the infrastructure to better
update traffic signal timing in order to reduce congestion and
improve fuel efficiency. Li et al. [16] developed a signal timing opti-
mization and coordination model based on individual vehicle tra-
jectories in the CV environment. Green times and offsets for
multiple signals in a corridor were optimized in a mixed-integer
nonlinear program (MINLP). Li and Ban [17] formulated the traffic
signal optimization problem for a single intersection as an MINLP.
It was then reformulated as a dynamic programming (DP) problem
with a two-step method to ensure that the optimal green splits
from the DP sum up to a fixed cycle length. Beak et al. [18] devel-
oped a two-level optimization model for adaptive coordination in
the CV environment. At the intersection level, the optimal green
time for each phase was determined from DP. At the corridor level,
the offset was optimized to obtain the minimum delay. The pro-
posed model can reduce the average delay and number of stops
for both the coordinated phase and the entire network. Lee et al.
[19] developed a real-time traffic signal control method in the CV
environment based on cumulative travel time. Kalman filtering
techniques were utilized to estimate the cumulative travel times
under various CV penetration rates. These scholars suggested that
the proposed method can be applied for signal coordination on a
major street. Li et al. [20] developed a bi-level optimization model
to optimize traffic signal timings in a network. The upper level of
the model calculated the optimal green time and offsets to mini-
mize the average travel time, while the lower-level problem was
developed to achieve network equilibrium. These researchers
decomposed the bi-level problem to a single-level problem solved
by the genetic algorithm (GA) and dynamic traffic assignment
(DTA). Priemer and Friedrich [21] proposed an adaptive traffic sig-
nal control method for multiple intersections in the CV environ-
ment. They applied DP and enumeration to optimize signal
timing parameters in order to reduce the queue length for the next
20 s under various penetration rates of CVs. Islam and Hajbabaie
[22] developed a distributed traffic coordination scheme. They
reduced the complexity of a network-level decision problem to a
single intersection level problem by deciding the termination or
continuation of green times. They also evaluated the influence of
the demand levels and penetration rates of CVs in several case
studies.

At present, most traffic signal timing optimization and coordi-
nation methods apply a centralized scheme in which various signal
timing parameters (phase durations, cycle lengths, and offsets) are
optimized together in one mathematical problem. This can lead to
several problems. First, individual vehicle-based traffic signal con-
trol/coordination problems often have large dimensions and are
usually nondeterministic polynominal (NP)-complete (a class of
computational problems for which no efficient solution algorithm
can be found) [22]. Second, for a large traffic corridor or road net-
work, signal timing optimization and coordination problems are
difficult to solve and are not applicable for real-time signal control.
Some scholars have tried to decentralize signal optimization prob-
lems by decomposing the entire problem into a few manageable
sub-problems. However, these studies mostly used varying cycle
lengths [19–22] and thus cannot be applied directly to traffic signal
coordination.

This study aims to generate the optimal signal timing parame-
ters of multiple adjacent intersections by taking advantage of V2I
and V2V communications in the CV environment. All the vehicles
in the corridor are assumed to be connected to the infrastructure
(when they are within a certain distance of the intersection) so that
their trajectories (second-by-second speed and location) are avail-
able in real time to signal controllers for signal timing optimiza-
tion. In particular, we extend the signal optimization method of
Li and Ban [17] from a single intersection to the optimization
and coordination of multiple intersections on a traffic corridor. In
order to account for the coordination of vehicles, the fixed cycle
length constraint is applied to the problem. The overall CV-based
signal control and coordination problem is first formulated as an
MINLP. The objective is to minimize the fuel consumption and
travel times of all CVs in the corridor by calculating the optimal
phase durations and offsets at the same time. Since the MINLP
model has a large dimension, directly solving the problem is
challenging. Thus, we decompose the problem into a CV-based
two-level traffic signal optimization and coordination scheme that
contains an intersection level and a corridor level. In order to solve
this two-level model, we develop a prediction-based approach that
collects the arrival vehicle information at the beginning of each
cycle and calculates the optimal phase durations for each intersec-
tion using a DP method proposed by the authors previously in Ref.
[23]. During the calculation process, each intersection acknowl-
edges the other intersections’ signal status, vehicle states, and



Fig. 1. Coordination of multiple intersections. (a) Schematic of a road with traffic
coordination (numbers 1–8 represent different movements; E: east direction);
(b) offset illustration (the distance between two intersections can be varies
(e.g., 1000 m)).
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‘‘temporary” optimal offsets. This ensures that the traffic flows on
the main street are coordinated among adjacent intersections. At
the corridor level, the ‘‘temporary” offsets are calculated iteratively
in order to find the optimal offsets when the total cost converges to
its minimum.

The proposed model is different from the two-level optimiza-
tion method developed by Beak et al. [18] in several important
aspects. First, at the intersection level, Beak et al. applied a fixed
force-off option and added more coordination constraints to the
DP method to calculate signal timing parameters. Such a method
is itself in a two-level structure, making the overall framework
used by Beak et al. [18] essentially a three-level model. The pro-
posed two-level model uses DP with the two-step method reported
by Li and Ban [17,23] to calculate the optimal signal timings for a
single intersection, which sums up to a fixed cycle length. At the
corridor level, Beak et al. [18] developed an MILP to minimize
the delay of a vehicle platoon. This paper accounts for the
individual vehicle’s trajectories when determining the optimal
offsets, and thus considers more detailed information than the
corridor-level model in Ref. [18].

This study contributes to the literature in this field by:
(1) Formulating the traffic signal optimization and coordination

problem as an MINLP accounting for individual CV trajectories on a
signalized corridor;

(2) Reformulating the problem from a large-sized centralized
optimization problem to a decentralized two-level signal control
problem, with an intersection level to optimize the signal timing
parameters of individual intersections and a corridor level to
calculate the offsets;

(3) Proposing a prediction-based iterative solution method for
the two-level problem.
Fig. 2. Traffic signal configuration. (a) Traffic signal configuration in phase groups;
(b) traffic signal configuration in phases.
2. Traffic signal coordination

Along a corridor or for a network, traffic coordination provides
smooth progression for a platoon of vehicles traveling through
multiple adjacent intersections. In this study, the objective is to
calculate optimal traffic signal parameters—that is, phase
durations and offsets—for a corridor by minimizing the fuel
consumption and travel time of all CVs along the coordinated
directions (i.e., on the main street). As shown in Fig. 1(a), we can
treat the bottom intersection as the reference signal and coordi-
nate the other intersections based on the signal operations of the
reference signal. Usually, the offset value is maintained for a period
(e.g., 30 min) and may be changed based on real traffic conditions.

We apply a dual ring controller in this study. The dual ring con-
troller is comprised of six groups with a sequence of eight phases,
as proposed in Ref. [23] and shown in Fig. 2(a). It is assumed that
the through movements of eastbound (EB) and westbound (WB)
are the coordinated directions (movements 2 and 6 in Phase 1 in
Fig. 2(b)) and cannot be skipped for coordination purposes. Phases
2 and 3 cannot be realized at the same time because there are con-
flicting movements. The same rule applies for Phases 6 and 7 in
phase group 5.
2.1. Formulating signal coordination as an MINLP

In the previous studies developed by the authors [17,23] the
signal control problem for a single intersection is formulated as
an MINLP. It can produce the optimal phase durations that satisfy
the fixed cycle length constraint. This model is then extended to a
corridor-level model by introducing a new variable, offset Oj for
intersection (signal) j, when considering the coordination of multi-
ple intersections on the corridor. The objective is to minimize fuel
consumption and travel time for all vehicles (where the total num-
ber of vehicles is N) on the corridor for the total time span T, as
shown in Eq. (1). FCn;t and TTn;t are the fuel consumption and travel
time for vehicle n at time t. The parameters mF and mTT are the
monetary values. For example, mF can be set as $0.8 USD per liter
($3 USD per gal) and mTT is $12 USD per hour. Here, we apply the
fuel consumption models developed by Zhao et al. [24], as shown
in Eq. (2). Fuel consumption FCn;t is calculated based on vehicle
speed vn;t . If a vehicle is idling (speed less than 8 km�h�1), the indi-
cator variable for idle status, In;t is equal to 1; otherwise, it is 0. The
fuel consumption parameters a, b, c, d, and e are calibrated based
on various vehicle types, as shown by Zhao et al. [24].

minðFÞ ¼ RT
t¼1R

N
n¼1 mFFCn;t þ mTTTTn;tð Þ ð1Þ
FCn;t ¼ a
vn;t

þ b þ c � vn;t þ d � v2
n;t

� �
� vn;t � 1 � In;tð Þ

þ e � In;t
ð2Þ

In order to coordinate multiple intersections, we need to estab-
lish the connections between coordinated phases for different traf-
fic signals, such as the start of the green time of Phase 1
(movements 2 and 6 in Fig. 2) for each intersection. These connec-
tions are represented by two types of timestamps: global time t
and local time t

0
j. The global time t refers to the master clock to
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which each signal is referenced during coordinated operations. It
starts from 0 up to the total timespan T. The local time t

0
j refers

to the time for a local intersection j starting from 0 up to the cycle
length C. The relationship between t and t

0
j is shown in Eq. (3):

t0j ¼ mod t � Oj ; C
� �

; 0 � t0j � C ð3Þ
where mod refers to the modulo operation. The offset Oj is the time
difference of the starting times of the coordinated phase between
the reference signal and signal j. The boundary condition is shown
in Eq. (4), where Omax denotes the parameter of maximum offset.

0 � Oj � Omax ð4Þ
The fixed cycle length constraint is necessary in order to con-

duct signal coordination. This constraint requires the phase dura-
tions gi

k to sum up to the predefined cycle length C, as shown in
Eq. (5). The parameters I and J represent the total number of cycles
and intersections in the study area. Eq. (6) shows the boundary of
the phase duration. A phase k is skipped when its phase duration
gi
j;k of cycle i at intersection j is 0, which can be realized by setting

the minimum green time gmin
j;k to 0. For coordinated phases that

cannot be skipped, such as Phase 1 (through movements for the
major street), the minimum green time gmin

j;1 should be set as
non-zero (e.g., 5 s). Eq. (7) (or Eq. (8)) indicates that at least one
of the two phases is equal to 0 because both contain conflict move-
ments. More details can be found in the work of Li and Ban [17].

RK
k¼1g

i
j;k ¼ C; 8i 2 1; 2; � � �; I; 8j 2 1; 2; � � �; J ð5Þ

gmin
j;k � gi

j;k � gmax
j;k ð6Þ

gi
j;2 � gi

j;3 ¼ 0 ð7Þ

gi
j;6 � gi

j;7 ¼ 0 ð8Þ
In order to calculate the costs of all CVs in the network, it is nec-

essary to know the signal status for each individual CV, because it
will influence the trajectory. In Eq. (9a), the signal status (Sj,k,t) is
equal to 1 if the signal is red at time t0j, and equal to 0 if the signal

is green. The variable �k denotes the activate phase (green light) at
time t

0
j (i.e., 1, 2, . . ., 8). Eq. (9b) reformulates Eq. (9a) using the big

M concept [25]. A big M constraint is usually used to limit the val-
ues of variables based on the value of a binary variable, such as the
binary variables yt,1 and yt,2 in Eq. (9b).

Sj;k;t ¼ 0 if R
�k�1
k¼0g

i
j;k � t0j < R

�k
k¼0g

i
j;k

1 otherwise

(
ð9aÞ

R
�k
k¼0g

i
j;k � t

0
j þ yt;1 M > 0

R
�k
k¼0g

i
j;k � t

0
j � 1 � yt;1

� �
M

t
0
j � R

�k�1
k¼0g

i
j;k þ yt;2M � 0

t
0
j � R

�k�1
k¼0g

i
j;k < 1 � yt;2

� �
M

Sj;k;t ¼ yt;1 þ yt;2

8>>>>>>>>><
>>>>>>>>>:

ð9bÞ

After identifying the signal status at each intersection at each
time step, it is necessary to find the nearest traffic signal in front
of vehicle n based on the relative positions of the signals and the
vehicle. Eq. (10a) uses the indicator variables yt;3 and yt;4 to identify

whether vehicle n is within the boundaries of intersection j: �d
0
j;n

and �d
1
j;n. Eq. (10b) reformulates Eq. (10a) using the big M method.

Vehicle nwill have the right of way under two phases; for example,
a vehicle coming from movement 2 will have the right of way
when Phase 1 or Phase 2 is green. This situation is defined by Eq.
(11). �Zn;t is the minimum signal status of two phases that could
serve vehicle n at time t, for example, if one of the phases is green
(Sj;k;t ¼ 0), �Zn;t will be zero. Eq. (12) ensures that the traffic signal
will impact the vehicle trajectories only if a vehicle enters the

boundary of intersection j (between �d
0
j;n and the stop line of inter-

section j).

yt;3;j þ yt;4;j ¼ 0 if �d
0
j;n � dn;t < �d

1
j;n

1 if dn;t � �d
1
j;n or dn;t < �d

0
j;n

8<
: ð10aÞ

dn;t � �d
1
j;n � yt;3;jM

dn;t � �d
1
j;n þ 1 � yt;3;j

� �
M � 0

dn;t � �d
0
j;n þ yt;4;jM � 0

dn;t � �d
0
j;n � 1 � yt;4;j

� �
M

8>>>>>>>>>><
>>>>>>>>>>:

ð10bÞ

�Zn;t ¼ min Sj;k;t
� � ð11Þ

for all phase k that may serve vehicle n at intersection j.

Zn;t ¼ �Zn;t �
�Zn;t þ yt;3;j þ yt;4;j

� � � �Zn;t � yt;3;j þ yt;4;j
� ��� ��

2
ð12Þ

After the signal status for vehicle n has been identified, its tra-
jectories can be estimated and predicted based on the intelligent
driving model (IDM) [26]. In order to account for the influence of
signal status on CVs, we model the traffic signal as a ‘‘virtual vehi-
cle.” When the signal status is red, it is a standing vehicle with a
speed of 0 and a predefined location. When the signal is green, it
disappears from the network. Eq. (13a) identifies whether the
leader of vehicle n is a real vehicle or a ‘‘virtual vehicle” by compar-
ing the location of the nearest front traffic signal of vehicle n
(dsignal;n) to the locations of vehicle n (dn,t) and vehicle n � 1
(dn�1;t). Parameter dsignal;n denotes the location of the nearest front
signal of vehicle n. Eq. (13b) is equivalent to Eq. (13a) using big
M method.

yn;t ¼ 1 if dn;t < dsignal;n < dn�1;t

0 otherwise

	
ð13aÞ

dsignal;n � dn�1;t < yn;t;1M

dsignal;n � dn�1;t þ 1 � yn;t;1
� �

M � 0
dn;t � dsignal;n < yn;t;2M

dn;t � dsignal;n þ 1 � yn;t;2
� �

M � 0

yn;t ¼ 1 � yn;t;1 þ yn;t;2
� �

8>>>>>><
>>>>>>:

ð13bÞ

Eqs. (14) and (15) update the location f dn�1;t and speed f vn�1;t of
the leading vehicle n �1（vn�1,t is the speed of vehicle n�1 at time
t). This could be a vehicle or a traffic signal, depending on the
variable yn;t .

f dn�1;t ¼ dn�1;t � 1 � yn;t þ Zn;t � yn;t � Zn;t

�� ��
2

 !

þ dsignal;n;t � yn;t þ Zn;t � yn;t � Zn;t

�� ��
2

ð14Þ

f vn�1;t ¼ vn�1;t � 1 � yn;t þ Zn;t � yn;t � Zn;t

�� ��
2

 !
ð15Þ



Fig. 3. Solution technique of the two-level traffic signal optimization model. Nc:
certain number of cycles; e: the threshold to determine if the corridor-level
computation converges or not.
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Eqs. (16)–(19) apply the IDM to calculate the acceleration an;t
for vehicle n at time t. Variable sn;t estimates the vehicle gaps,
ln�1 denotes the vehicle length, Dmn;t denotes the speed difference
between vehicle n and its preceding vehicle v0 is the vehicle
desired speed, son is the standstill vehicle gap, H denotes the
desired time headway, and amax and bmax denote the maximum
acceleration and deceleration rate, respectively. The exponent d
is usually set as 4. See the work of Li and Ban [17,23] for more
details.

sn;t ¼ f dn�1;t � dn;t � ln�1 ð16Þ

Dmn;t ¼ f vn�1;t � vn;t ð17Þ

an;t ¼ amax 1 � vn;t

v0

� �d

� s� vn;t ; Dvn;tð Þ
sn;t


 �2 !
ð18Þ

s� vn;t ; Dvn;tð Þ ¼ son þ vn;tH þ vn;t ; Dvn;t

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
amaxbmax

p ð19Þ

The estimated acceleration from the IDM is used to predict the
trajectories of vehicle n, as shown in Eqs. (20) and (21).

vn;tþ1 ¼ max 0; vn;t þ an;tð Þ ð20Þ

dn;tþ1 ¼ dn;t þ vn;t þ vn;tþ1

2
ð21Þ

Eqs. (1)–(21) provide the signal optimization and coordination
model for multiple intersections in the CV environment. When
the trajectories of each vehicle are considered, the model clearly
shows that the problem can be formulated as an MINLP. The pro-
posed model given in Eqs. (1)–(21) is a significant extension to
the model in Ref. [23], while being much more complex. First of
all, the number of variables is greatly increased, from eight phases
for a single intersection to eight phases multiplied by the number
of intersections, in addition to the newly added offset variables.
Moreover, a road corridor or network contains many more vehicles
than a single intersection; thus, the prediction of the vehicle trajec-
tories—that is, their second-by-second speed and location over cer-
tain time periods and a certain network range—imposes an
increased computational burden. Furthermore, the complex inter-
actions between the status of each vehicle and the multiple traffic
signals lead to various if–then–else conditions in the model (Eqs.
(1)–(21)). The resulting MINLP formulation is even more difficult
to solve and is not applicable for real-time signal control. In the
next section, we present how to decompose the CV-based traffic
signal optimization and coordination problem (Eqs. (1)–(21)) into
a decentralized two-level model that can be solved more
efficiently.
y http://www.trafficware.com/synchro.html.
2.2. Reformulating signal coordination as a two-level model

Due to the complexity of the MINLP formulation (Eqs. (1)–(21)),
we reformulate the MINLP as a decentralized two-level problem. In
this two-level model, instead of solving the phase durations and
offsets optimization for multiple intersections as one mathemati-
cal programming, we decompose the overall problem into two
levels: an intersection level to optimize the phase durations for
every single intersection, and a corridor level to optimize the off-
sets of all intersections. As a result, the complexity of the original
mathematical model is largely reduced.

Fig. 3 shows the overall framework of the two-level model. We
assume that all intersections and vehicles are connected and that
they can send messages to each other. We further assume that
some initial offsets and phase durations are available; in this case,
they are calculated in SYNCHRO 6y, which is a well-known traffic
signal optimization software. The vehicles arriving at each intersec-
tion can then be estimated and predicted using the IDM. In particu-
lar, the DP model with a two-step method [23] is applied to compute
the optimal phase durations in every cycle of each intersection. This
method is able to calculate the phase durations that satisfy the fixed
cycle length constraint for a single intersection. Fig. 4 illustrates the
acyclic graph of the DP method, which is equivalent to in order to
find the shortest path in the graph. The variable offset provides the
connection between the intersection- and corridor-level optimiza-
tions. In order to consider the influence of the offsets on the DP for-
mulation for an intersection, we implement and solve the DP for
intersection j using its local time t

0
j, following Eq. (3). This essentially

reduces the model (Eqs. (1)–(21)) for the entire corridor to each indi-
vidual intersection. For details of the DP method for a single intersec-
tion, refer to Ref. [23].

After the optimal signal plans for all intersections on the corri-
dor are generated for a few cycles, the information is transferred to
a central controller, where offset optimization is conducted at the
corridor level. Usually, the offset values are maintained for a period
of time and are not updated in every cycle. Here, we assume that
the offsets will be updated for every certain number of cycles, Nc

in Fig. 3; that is, Nc could be ten cycles. When the number of run-
ning cycles is greater than Nc, the intersection level computation
terminates and process to corridor level. The parameter e is the
threshold to determine if the corridor-level computation converges
or not, for example, e could be 0.01. We further reformulate the off-
set optimization problems as an MINLP in this section, but with
much fewer variables since the phase durations for each intersec-
tion are obtained by solving the intersection-level model above
(using the DP method in Ref. [23]). The objective of the corridor-
level optimization is to minimize the fuel consumption and travel
time of all CVs on the main street of the corridor:

http://www.trafficware.com/synchro.html


Fig. 4. Acyclic graph of the DP method. x�p denotes the optimal green time allocated to stage p; sp is the state variable representing the total time from the beginning of the
horizon to the end of stage. The dotted arrows represent the stage processing sequence in DP.
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minðFÞ ¼
XT

t¼1

X�N

n¼1
ðmFFCn;t þ mTTTTn;tÞ ð22Þ

where �N is the total numberofCVson themain street. Theobjectiveof
thistwo-levelmodelisdifferentfromtheMINLPinEq.(1)becauseonly
the vehicles on the main street are considered for coordination. CVs
travelingwithcoordinatedmovementswill experience theminimum
cost. Theconstraintsontheoffsetsare identical to those inEqs. (3)and
(4). Since the optimal phase durations are generated from the
intersection-levelmodel, the variable gi

j;k in the originalMINLPmodel

(Eqs. (1)–(21))becomestheparameter �gi
j;k in thecorridor-levelmodel.

The signal status can be estimated from Eq. (23).

Sj;k;t ¼ 0 if
P�k�1

k¼1 �g
i
j;k � t0j <

Pk
k¼1 �g

i
j;k

1 otherwise

(
ð23Þ

After the signal status is identified, the vehicle trajectories can
be estimated from the IDM using Eqs. (10)–(21). In summary,
Eqs. (10)–(23) constitute the corridor-level offset optimization
model. It is also an MINLP, but with a much simpler dimension
than the original MINLP (Eqs. (1)–(21)). The phase duration vari-
ables in the original MINLP are no longer variables in the
corridor-level offset optimization model because they are already
optimized in the intersection-level model using DP. The corridor-
level model can be solved by the NOMAD solver in Matlab [27].
It computes/updates the vehicle speed and location at each time
step using the IDM. As shown in Fig. 3, in order to find the optimal
offsets, ‘‘temporary” optimal offsets generated from the corridor-
level MINLP are calculated iteratively until the total cost converges.
The convergence criterion is defined as the difference between the
total costs estimated from two consecutive iterations—that is,
when DTC is less than a small tolerance, such as 10�5.

3. Numerical experiments

The proposed traffic signal optimization, coordination models,
and solution methods are tested in a simulation network that
contains five signalized intersections in a corridor. The distance
between two adjacent intersections is 800 m (0.5 mile). The WB
and EB are the coordinated directions. The boundary of an inter-
section is defined as 400 m upstream and 400 m downstream of
the stop line, as shown in Fig. 5. Vehicle arrivals are randomly
generated at the boundary of the entire network, with known
arrival times, initial speeds, and turning movements. We also
assume that there is only one lane per incoming approach (plus
the left-turn bay at the intersection), so no lane-changing behav-
ior is modeled. The penetration rate for CVs is assumed to be
100%. There are three steps in evaluating the proposed methods
and comparing their performance with those of other models.
First, the optimal signal timing parameters, including cycle length,
phase duration, and offset are calculated in SYNCHRO, under dif-
ferent traffic demand levels. Second, we apply different methods
to calculate the optimal signal plans (phase duration and offset)
for each case. Third, we compare the performances of all methods
by implementing the calculated plans in the same simulation net-
work. It is noted that SYNCHRO implements the fixed optimal sig-
nal plan (based on average traffic demand) for a certain time
period, which does not account for an individual vehicle’s trajec-
tories or for different vehicle types. In contrast, the proposed two-
level model accounts for real-time-arrival vehicle patterns, varied
vehicle types, and the number of turning/through vehicles in the
signal timing determination process by taking advantage of CV
technologies.

We first test six cases that account for different traffic demand
levels and vehicle types (Table 1), similar to those tested by Li and
Ban [17,23]. In Cases I–III, all vehicles are sedans. Vehicle demands
for the main street westbound and eastbound (WE) directions are
set from low (250 vehicles per hour (vph)) to high (800 vph). For
the minor street northbound and southbound (NS) directions, the
demands are set at 125, 250, and 250 vph. In Cases IV–VI, the vehi-
cle demand levels are identical to those in Cases I–III, while the
vehicle types are set differently. All the vehicles in the NS direc-
tions are electric vehicles (EVs) and all the vehicles in the main



Table 1
Six cases of different traffic demand levels and vehicle types.

Item Case I Case II Case III Case IV Case V Case VI

Vehicle demands NS: 125 vph
WE: 250 vph

NS: 250 vph
WE: 500 vph

NS: 250 vph
WE: 800 vph

NS: 125 vph
WE: 250 vph

NS: 250 vph
WE: 500 vph

NS: 250 vph
WE 800 vph

Vehicle types All sedans All sedans All sedans NS: EVs
WE: Buses

NS: EVs
WE: Buses

NS: EVs
WE: Buses

NS: northbound and southbound; EVs: electric vehicles.

Fig. 5. Simulation network containing five intersections. WE: westbound and eastbound (the coordinated directions).
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directions WE are buses. In these six cases, 80% of the CVs will use
through movements and the other 20% will turn left at each
intersection.

Table 2 shows the total costs estimated using different signal
plans generated from the three methods in ten cycles (the minimal
total cost for each case is highlighted). The first method is gener-
ated from SYNCHRO using an actuated traffic signal system. Given
the geometric information of the corridors and volumes on each
movement, SYNCHRO can calculate the optimal signal parameters,
including phase durations, cycle lengths, and offsets. The optimal
signal plan, together with information on the randomly generated
arrival vehicles and updated trajectories using the IDM, are imple-
mented in the simulation network to calculate the total cost—that
is, Eqs. (1) and (2). Methods MINLP and two-level model in Table 2
follow the same procedures to calculate the cost. Note that we con-
sider a fixed cycle length constraint in this study in order to con-
duct signal coordination. The cycle lengths for different cases are
estimated using SYNCHRO—that is, 60 s for low traffic demand
(Cases I and IV), 80 s for medium traffic demand (Cases II and V),
and 120 s for high demand (Cases III and VI). The second method,
the MINLP in Eqs. (1)–(21), is solved by the NOMAD solver in Mat-
lab. There are eight phases for each signal, as shown in Fig. 2. If sig-
nal plans are calculated in every ten cycles, there will be 40
variables of the phase durations and four variables of the offsets
for the simulation network containing five signals. The third
method is the proposed decentralized two-level model, which
can be solved by the proposed prediction-based approach. At the
intersection level, the phase durations for each intersection are
solved by the DP method and can be updated every cycle. At the
corridor level, the offsets are solved every ten cycles.

For all cases, the results from the MINLP and the two-level
model are better than those from SYNCHRO. For Cases III and IV,
the results from the two-level model are better than those from
the MINLP. Fig. 6 shows the improvement in model performance
for each case. In Cases I and IV, which have relatively low demand
levels, the improvements are smaller than in the other cases; this
finding may suggest that coordination will bring limited benefits
when traffic is relatively light.

Apart from the total cost of travel time and fuel consumption,
we also compare the number of stops among all methods in Tables
3 and 4. The number of stops for the coordinated movements are
generally smaller than those for the other movements for all six
cases. In addition, the number of stops generated from SYNCHRO
are larger than those generated from the MINLP or the proposed
two-level model.

To further evaluate whether coordination can benefit the entire
network, including both the main street and the minor street under
different scenarios, we compare the improvement in model perfor-
mance between two scenarios: with coordination and without
coordination (i.e., offset value equals 0). For example, in the MINLP,
we first solve the model that contains only 40 variables of the
phase durations and set all offset values to 0. We then implement
the estimated signal plan in the IDM and estimate the total cost for
the main street and the minor street separately. These costs are
compared with the results from solving the entire model (Eqs.
(1)–(21)), which optimizes both the phase durations and the off-
sets. The same procedures are applied to the two-level model.
Table 5 shows the comparison results. The negative values are
highlighted in the table; they suggest that by applying coordina-
tion, the performance for the main street or the minor street
becomes worse. For the main street, the MINLP and the two-level
model both underperform under low demand levels (Cases I or
IV) if applying coordination, while the improvements are more sig-
nificant for higher demand levels (Cases II, III, V, and VI). The
results suggest that coordination schemes may not be beneficial
to a corridor with low traffic volumes and random arrival vehicles,
because those vehicles are less likely to form a platoon to be influ-
enced significantly by the operation of adjacent intersections. For
the minor street, the improvements are relatively small, regardless
of whether they are positive or negative. Coordination on the main
street seems to have little impact on the vehicles on the minor
street in these six cases.



Fig. 6. Improvement in model performance over SYNCHRO for Cases I–VI.

Table 3
Number of stops for the coordinated movements.

Method Case I Case II Case III Case IV Case V Case VI

SYNCHRO 0.62 1.56 1.96 0.78 1.78 2.22
MINLP 0.36 1.12 1.49 0.61 1.32 1.72
Two-level model 0.42 1.21 1.42 0.57 1.37 1.51

Table 4
Number of stops for all movements.

Method Case I Case II Case III Case IV Case V Case VI

SYNCHRO 0.82 1.58 2.08 0.92 1.84 2.38
MINLP 0.44 1.16 1.63 0.77 1.36 1.88
Two-level model 0.46 1.25 1.54 0.59 1.45 2.36

Table 5
Model performance improvement with coordination for the main street and the minor street.

Method Case I (%) Case II (%) Case III (%) Case IV (%) Case V (%) Case VI (%)

Main Minor Main Minor Main Minor Main Minor Main Minor Main Minor

MINLP �2.5 �1.5 9.1 �0.6 4.5 1.2 �2.7 �2.9 4.6 1.6 5.9 0.3
Two-level model �1.1 0.5 8.7 0.7 3.7 �0.7 0.5 0.6 7.8 �0.8 3.8 0.2

Table 2
Total cost of three methods for six cases (Unit: USD).

Method Case I Case II Case III Case IV Case V Case VI

SYNCHRO 232.07 804.34 2048.80 320.44 1088.50 2778.50
MINLP 227.44 737.53 1998.03 316.86 1036.23 2623.95
Two-level model 229.50 764.42 1884.63 314.81 1065.70 2675.47
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The previous six cases tested the influences of various combina-
tions of demand levels and vehicle types on signal coordination. It
is still worth testing how the proposed methods perform under
various traffic demands in opposite directions or different move-
ments (turning and through movement). Hence, three more cases
(Cases VII–IX) are tested. First of all, the traffic demands for
right-turn movements are added to the simulation network. The
vehicles traveling on left-turn and right-turn movements are ran-
domly sampled at between 10% and 20% of the total demands for
each approach in Cases VII–IX. In addition, traffic demands in the
opposite directions are not the same; for example, in the main
street, the volumes in the E–W and W–E directions are different.
For Cases VII and VIII, the traffic demand in each direction is a
given value, as shown in Table 6. In Case IX, the traffic demand
in each direction is randomly sampled within a certain range. For
example, in the E–W direction, the initial demand is randomly
(uniformly) selected from a range between 250 and 500 vph. In
all cases, the performance of the MINLP and the two-level model
are better than those of the baseline SYNCHRO model. The model
improvements are shown in Fig. 7.

Fig. 8 shows the vehicle trajectories updated based on different
signal plans for ten cycles (600 s) along a 4000 m corridor. The
vehicles are traveling in theW–E direction in Fig. 5. Compared with
the trajectories generated using the SYNCHRO plan in Fig. 8(a), the
delays and number of stops in Figs. 8(b) and (c) are significantly
reduced by applying the MINLP method and the two-level model.



Fig. 7. Improvement of model performance over SYNCHRO for Cases VII–IX.

Table 6
Total cost from different methods under various demand levels in opposite directions.

Item Case VII Case VIII Case IX

Vehicle demands W–E: 250
vph
E–W: 500
vph
N–S: 100 vph
S–N:150 vph

W–E: 500
vph
E–W: 250
vph
N–S: 150 vph
S–N:100 vph

W–E: 250–500
vph
E–W: 250–500
vph
N–S: 100–150 vph
S–N:100–150 vph

SYNCHRO (USD) 316.57 318.32 349.56
MINLP (USD) 307.91 305.43 323.73
Two-level model

(USD)
304.75 306.90 330.21
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Through the optimization of signal plans, the randomly generated
vehicles form vehicle platoons that can pass through the intersec-
tions smoothly.

The numerical experiments test of different methods in ten
cycles range from 10 to 20 min based on the cycle length. The
simulation period can be extended but doing so requires a signifi-
cant longer computation time. The NOMAD solver may fail to find
feasible solutions under high vehicle demand levels and short sig-
nal plan updating intervals (meaning a larger number of variables).
The two-level model can generally ensure convergence, but the
computation time also varies based on the aforementioned factors.
Fig. 9 shows the number of iterations for different offset updating
intervals for Case I. Usually, the program will converge within ten
iterations for different cases. Similar patterns are found for other
cases, which are omitted here.
Fig. 8. Vehicle trajectories from different signal plans. (a) Trajectories from the
SYNCHRO signal plan; (b) trajectories from the MINLP signal plan; (c) trajectories
from the two-level model signal plan.
4. Conclusions

This study developed a signal timing optimization and coordi-
nation framework in the CV environment that considers individual
vehicle’s trajectories. The problem was first formulated in a cen-
tralized scheme as an MINLP accounting for the fixed cycle length
constraint in order to optimize the phase durations and offsets in
one mathematical program. The IDM was applied to estimate and
predict the vehicle trajectories, considering a 100% penetration
rate of CVs. Due to the complexity of the model, we decentralized
the problem into two levels: an intersection level to generate opti-
mal phase durations using the DP method the authors developed
previously for each intersection, and a corridor level to update
the optimal offsets for all the intersections. The two-level model
reduces the complexity of the MINLP. In order to solve the two-
level model, we further developed a prediction-based solution
technique that can solve the problem iteratively. We tested the
proposed models and solution technique in a corridor containing
five intersections through traffic simulation. The results from the
MINLP and the two-level model both outperformed the signal opti-
mization and coordination plan generated by SYNCHRO in terms of
traffic delay and fuel consumption. This was tested using nine
cases with different traffic volumes and vehicle types. The results



Fig. 9. Convergence of the two-level model for Case I. (a) Offset updating in every 5
cycles; (b) offset updating in every 10 cycles.
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also suggested that signal coordination may bring limited benefits
to intersections with low traffic volume or to vehicles on minor
streets. For future research, we will relax the assumption of a
100% CV penetration rate. This requires certain trajectory estima-
tion techniques for non-CVs based on the sampled CV trajectories.
Moreover, the proposed two-level method will be tested and vali-
dated using more data, such as real-world traffic volume and signal
timing data.
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