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Three-dimensional (3D) microdisplacement monitoring plays a crucial role in the assembly of large air-
craft. This paper presents a broadly applicable high-precision online 3D microdisplacement monitoring
method and system based on proximity sensors as well as a corresponding in situ calibration method,
which can be applied under various extreme working conditions encountered in the aircraft assembly
process, such as compact and obstructed spaces. A 3D monitoring model is first established to achieve
3D microdisplacement monitoring based only on the one-dimensional distances measured by proximity
sensors, which concerns the extrinsic sensor parameters, such as the probe base point (PBP) and the unit
displacement vector (UDV). Then, a calibration method is employed to obtain these extrinsic parameters
with high precision by combining spatial transformation principles and weighted optimization. Finally,
calibration andmonitoring experiments performed for a tailplane assembly process are reported. The cali-
bration precision for the PBP is better than ±10 lm in the X and Y directions and ±2 lm in the Z direction,
and the calibration precision for the UDV is better than 0.07�. Moreover, the accuracy of the 3D microdis-
placement monitoring system can reach ±15 lm. In general, this paper provides new insights into the
modeling and calibration of 3D microdisplacement monitoring based on proximity sensors and a precise,
efficient, and low-cost technical means for performing related measurements in compact spaces during
the aircraft assembly process.

� 2021 THE AUTHORS. Published by Elsevier LTD on behalf of Chinese Academy of Engineering and
Higher Education Press Limited Company. This is an open access article under the CC BY-NC-ND license

(http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Aircraft assembly is one of the most important processes in air-
craft production. Because of the extreme complexity of the assem-
bly process, including structural support [1], component alignment
[2], surface normal measurement of the drilling parts [3], and pos-
ture adjustment without clearance [4], this process accounts for
more than 50% of the aircraft manufacturing workload. Assembly
tooling to support and position the aeronautical components
ensures the quality of aircraft assembly to a great extent. However,
due to the inevitable stress concentrations and vibrations experi-
enced during assembly, microdisplacements of the key positioners
of the assembly tooling system will occur, which may result in
gaps and other deformations of the assembled products. With
the current trend toward intelligent manufacturing [5], for the
realization of self-perception of measurement information, self-
decision-making with regard to assembly processes and self-
execution of assembly operations in aircraft assembly, structural
health monitoring has become indispensable in the field of aero-
space engineering [6]. Thus, in the process of assembling large air-
craft, high-precision and high-efficiency microdisplacement
monitoring of the assembly tooling is playing an increasingly cru-
cial role in improving the accuracy and reliability of large aircraft
assembly.

High-precision measurement methods have been adopted in
assembly tooling microdisplacement inspection. Light detection
and ranging (LiDAR) technology [7–9] is widely used in assembly
preparation and assembly station coordination tasks, such as
assembly station positioning and aircraft component preposition-
ing. The precision can reach 100 lm with an ultra large measure-
ment range of more than 100 m. Laser trackers [10–12] are
widely used in offline displacement inspection and in situ intermit-
tent inspection of assembly tooling. Their measurement range
spans 10–60 m, and their measurement precision can reach
±(15 lm + 6 lm�m�1), making these instruments the benchmark
for position inspections. For three-dimensional (3D) reconstruction
of the key profile on assembly tooling, 3D structured scanning
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[13,14] is widely used to achieve high accuracy within a small field
of view. The accuracy of 3D structured scanning equipment can be
as high as 12 lmwithin a field of view of 35 mm � 40 mm. Regard-
ing industrial photogrammetry [15–17], its high precision of up to
±(14 lm + 14 lm�m�1) and high efficiency enable the precise and
fast displacement inspection of key points on an assembly tooling
profile. However, various extreme working conditions are often
encountered in the aircraft assembly process; a typical example
is the multistep assembly process of the tailplane of an aircraft,
wherein the various tailplane parts, the complex assembly tooling
structures, the large number of manual operations, the compact
measurement space (as small as 5 mm � 10 mm � 15 mm or even
smaller) and the high precision requirements (±76 lm in a range of
7 m) present serious difficulties for the online microdisplacement
monitoring of the positioners of the assembly tooling. Thus, it is
necessary to adopt an online monitoring method that simultane-
ously considers accuracy, efficiency, volume, and cost to determine
the position accuracy of the assembly tooling positioners. In terms
of the completeness of the measurement information, due to the
limitations of volume, obstruction, and measurement frequency,
it is difficult for any existing single set of integrated equipment
to obtain all relevant information simultaneously. From the effi-
ciency perspective, the dynamic performance of laser trackers
and 3D structured scanning equipment is not sufficient to meet
the needs of online monitoring. Concerning cost, laser trackers,
and industrial cameras are too expensive for it to be feasible to
overcome the problem of incomplete measurement information
due to complex working conditions by simply increasing the
amount of equipment used. Therefore, considering the compact
space and obstruction of assembly tooling due to components
and artificial sources, the measurement means mentioned above
generally fail to meet the requirements of online microdisplace-
ment monitoring in terms of high precision, high efficiency, and
low cost.

Proximity sensors [18–20] are widely used in high-precision
distance inspection in various fields because of their advantages
of high precision, compact volume, light weight, fast response,
and low cost. Similarly, in aircraft assembly, these sensors can be
positioned in compact spaces and used to monitor the one-
dimensional (1D) distances to the positioners of an assembly
tooling system. Then, to acquire the 3D displacements of the
positioners, a measurement model for transforming 1D distance
information into 3D information is necessary, which is directly
related to the precision of 3D monitoring. Most current research
is focusing on measurement processes based on proximity sensors
manipulated by high-precision actuators, such as those on a coor-
dinate measuring machine (CMM) or a robot. In this case, the 3D
measurement model can be established by combining the kine-
matic information of the actuators with the 1D distance measure-
ment information of the proximity sensors. However, in an online
monitoring process based on fixed sensors, only distance informa-
tion can be obtained, and consequently, the 3D modeling method
used for a CMM or robot cannot be directly applied for the model-
ing and calibration of the 3D monitoring scenario considered in
this paper.

The motivation of this work is to propose a broadly applicable
3D microdisplacement monitoring method based on proximity
sensors that can be applied under various extreme working condi-
tions encountered in the aircraft assembly process, such as com-
pact and obstructed spaces. Meanwhile, an automated in situ
calibration method for the 3D microdisplacement model is pro-
posed that can calculate the extrinsic parameters of the proximity
sensors, including the probe base point (PBP) and unit displace-
ment vector (UDV), with high precision and thus facilitate the pre-
cise 3D microdisplacement monitoring process. The importance
and originality of this study are that it provides new insights into
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the modeling and calibration of 3D microdisplacement monitoring
based on proximity sensors and a precise, efficient, and low-cost
technical means of conducting related measurements in compact
spaces during the aircraft assembly process.

The rest of this paper is organized as follows. Section 2 reviews
the previous work related to this paper. Section 3 describes the 3D
microdisplacement monitoring method and system. Section 4
details the proposed automated in situ extrinsic calibration strat-
egy. In Section 5, calibration experiments and monitoring experi-
ments are presented. Finally, the paper is concluded in Section 6.
2. Related works

Scholars in various fields have carried out many studies on
establishing 3D measurement models and methods for calibrating
extrinsic sensor parameters in order to transform sensor measure-
ments into 3D measurements in the world coordinate system
(WCS).

2.1. Establishment of the 3D measurement model

In terms of 3D measurement models, vision-based, proximity-
sensor-based, and multisensor-based methods have all been exten-
sively studied. Researchers have mainly used the intrinsic mea-
surement characteristics of sensors and positional reference
information to establish 3D measurement models.

An et al. [9] developed a 3D laser ranging system based on a
camera and a two-dimensional (2D) laser rangefinder, with an
average calibration error of 0.9875 pixels. Tests indicated that
the laser ranging system showed good performance for both out-
door and indoor applications. Uekita and Takaya [21] developed
a measurement system for the on-machine diameter measurement
of a steam turbine rotor based on a touch-trigger probe and a laser
tracker, with a maximum discrepancy of 0.028 mm. Kim et al. [22]
proposed a novel 6-degree-of-freedom (6-DOF) measurement sys-
tem composed of a camera and 1D laser sensors. Experiments were
performed to validate the performance of the system and demon-
strated accuracies of 4 mm and 0.5� in a 30 m measurement range.
Liu et al. [23] developed a 3D sensing system based on three
orthogonal microscopic cameras to realize the high-precision
assembly of two components. Experiments indicated that the
alignment errors were less than ±0.1� in terms of orientation and
±2 lm in terms of position. Kim et al. [24] developed a long-
range motion-sensing system based on three 1D laser sensors,
infrared markers, and vision cameras, with an accuracy of 3 mm
at a 30 m distance.

2.2. Extrinsic parameter calibration

For extrinsic parameter calibration for 3D measurement models
based on 1D or 2D sensors, spatial transformation theory and
benchmark data constraints have often been employed.

Zapico et al. [25] proposed an extrinsic calibration method to
facilitate the transformation of coordinates captured by a 1D sen-
sor integrated into a CMM with respect to the coordinate system
of the CMM. The diameters of spheres were measured with resid-
uals of less than 8 lm. Liu et al. [26] elaborated a novel calibration
method for achieving 3D measurement by means of a single 1D
eddy current displacement sensor. Experiments showed that the
average measurement accuracy was 21.2 lm. Bi et al. [27,28]
developed a noncontact coordinate measurement system based
on a 1D laser displacement sensor, in which the beam direction
of the sensor was calibrated by means of a standard sphere. Based
on the calibration results, the measurement uncertainty of the
measurement system was approximately 30 lm. Wu and Ren
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[29] proposed a hand–eye calibration method to solve for the kine-
matic base frame of a robot, in which the unknown extrinsic
parameters of the base frame were calculated by minimizing the
coordinate conversion errors. Guo et al. [30] proposed a novel mea-
surement method based on a laser displacement sensor. The parti-
cle swarm optimization algorithm and the least squares algorithm
were combined to calibrate the kinematic parameters of a robot.
Experimental results indicated that the mean of the estimated
positioning errors could be reduced to 0.845 mm. Sharifzadeh
et al. [31] presented a semiautomatic hand–eye calibration strat-
egy based on a single plane artifact, which required only four man-
ually scanned lines. The calibration strategy was demonstrated to
be simple, robust and accurate, with an error of 0.066 mm between
the reconstructed 3D points and the corresponding fitted plane;
hence, this is a suitable low-cost approach that is easy to imple-
ment for many industrial applications of robot-deployed laser
scanning. Zou and Lan [32] proposed a hand–eye calibration
method for laser vision systems based on deep reinforcement
learning. Moreover, a reinforcement learning framework was
adopted for network training to handle the issue of insufficient
training data. Experimental results showed that the proposed
method enabled distinct improvements in precision and stability,
with a positioning error of less than 0.8 mm.

2.3. Discussion

For a more intuitive understanding of state-of-the-art 3D
monitoring methods based on laser trackers, 2D cameras and 1D
proximity sensors, a comparison of these multi-DOF sensors is
summarized in Table 1 [10,11,21–32]. It can be seen that the pro-
posed method can support high-efficiency inspection in a compact
space and perfectly satisfy the requirements for assembly tooling
inspection with an accuracy of ±0.076 mm.

In general, to establish a 3D measurement model based on 2D
sensors such as cameras, spatial transformation principles are
often employed for extrinsic parameter calibration. Multidimen-
sional information can be measured and applied for calibration
to provide additional constraints and enhance the calibration pre-
cision. To establish a 3D measurement model based on 1D sensors
such as proximity sensors, optimization methods based on scalar
constraints (e.g., distance and diameter) are usually adopted. In
addition to the dimensional information of the measured distance,
a high-precision motion mechanism is needed to drive the sensor,
thereby completing the process of calibrating the extrinsic
parameters.

For 3D microdisplacement monitoring during the assembly of
large aircraft, proximity sensors are fixed at various positions on
the assembly tooling. Local microdistances are measured at the
millimeter level or even at the micron level. Then, these distances
are transformed into displacements in the WCS for aircraft assem-
bly (which measures several meters in length, width, and height).
The errors of these local microdistances can be easily amplified
Table 1
Comparison of multi-DOF sensors for 3D monitoring.

Methods Main sensing devices Measurement mod

Refs. [10,11,29] 3D laser trackers Optical, noncontac

Refs. [22–24,31,32] 2D cameras or laser scanners Optical, noncontac

Refs. [21,25–28,30] 1D movable proximity sensors Optical, noncontac
contact

Proposed method 1D fixed proximity sensors Magnetic, noncont
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during the transformation from the local coordinate system to
the WCS, resulting in a significant reduction in calibration accu-
racy. Thus, we need to combine the calibration methods for 2D
sensors and 1D sensors to achieve high-precision calibration of
the fixed sensors. This purpose can be achieved with the calibra-
tion method proposed in this paper.

3. 3D microdisplacement monitoring method

In the assembly of large aircraft, forced assembly and vibrations
will inevitably occur due to dimensional errors and thermal defor-
mations of the components, drilling operations, operator errors,
and so forth, seriously affecting the accuracy of the assembly pro-
cess. Because the assembly tooling system is of key importance in
aircraft part positioning, online 3D microdisplacement monitoring
of the core positioners of the assembly tooling is indispensable.

Fig. 1 shows the proposed 3D microdisplacement monitoring
system based on distributed proximity sensors and a computer.
Each sensor operates in its own sensor coordinate system (SCS),
where d is the measured distance that will finally be acquired by
the computer.

Since the distance d measured by a proximity sensor is a scalar
value, a 3Dmeasurement model is necessary to obtain the 3D coor-
dinates of the measured points. To this end, the extrinsic parame-
ters of each proximity sensor are introduced, including the PBP and
the UDV. To transform the measured distances into displacements
in the WCS, suppose that the PBP OW and the UDV tW of a sensor in
the WCS can be expressed as follows:

OW ¼ OW
X OW

Y OW
Z

� �T ð1Þ

tW ¼ tWX tWY tWZ
� �T ð2Þ

where OW
X , OW

Y , OW
Z , tWX , tWY , and tWZ are the six extrinsic sensor parame-

ters projected from OW and tW to the X, Y, and Z axes of the WCS.
There is the following implicit constraint:

k tW k2 ¼ tWX
� �2 þ tWY

� �2 þ tWZ
� �2 ¼ 1 ð3Þ

Then, the 3D measurement model of this sensor in the WCS can
be expressed as follows:

PW ¼ xW yW zW
� �T ¼ OW þ dtW ð4Þ

where PW ¼ xW yW zW
� �T is the point on the positioner to be

measured in the WCS, and xW, yW, and zW are the coordinate com-
ponents of point PW on the X, Y, and Z axes, respectively. Thus, the
monitoring model is established based on the extrinsic sensor
parameters.

The key points to be monitored on the core positioners of the
aircraft tooling system are highly scattered, so sensors are dis-
tributed in corresponding positions. The structure of the microdis-
placement monitoring system is shown in Fig. 2. The sensors are
e Accuracy (at 7 m) Remark

t < 0.100 mm High accuracy, low efficiency, and invalid
measurement of obstructed objects

t �0.070–1.000 mm Low accuracy, high efficiency, and invalid
measurement of obstructed objects

t or �0.010–0.100 mm High accuracy, high efficiency, sensors
driven by manipulators, and equipment
volume too large to permit measurement
in a compact space

act < 0.076 mm High accuracy, high efficiency, compact
sensor volume, and sensors distributed in
the measurement space



Fig. 2. 3D microdisplacement monitoring of an assembly tooling system. (a) spar positioner; (b) actuator positioner; (c) hinge positioner; (d) spar auxiliary positioner.

Fig. 1. 3D microdisplacement monitoring system and principle. d: the measured distance; O: PBP; t: UDV; Pj (j = 1, 2, 3. . .): the measured point of the jth sensor; SCSj (j = 1, 2,
3. . .): the coordinate system of the jth sensor; j: the number of the sensor.
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distributed and fixed in specific positions by the designed flexible
fixtures. Then, the measured distances are acquired and used to
calculate the 3D microdisplacements.

As shown in Fig. 2, a monitoring system based on proximity
sensors is adopted to monitor the assembly tooling system for
the assembly of a tailplane. This monitoring system consists of
dozens of proximity sensors for monitoring different positions.
For practical monitoring purposes, it is necessary to calibrate the
extrinsic parameters of each of the distributed proximity sensors.
Thus, the following calibration method is proposed.
4. Calibration method

The calibration strategy consists of four parts: solving for the
transformation matrices of the coordinate motions, establishing
point-to-surface constraints, performing weighted optimization
of the calibration results, and designing an automated calibration
process. First, the calibration plane is placed in various positions,
and the corresponding relations are calculated by solving for the
transformation matrices. Second, point-to-surface constraints are
established based on the transformation matrices as the founda-
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tion for the optimization objectives. Then, weighted optimization
based on sample equalization is carried out. Finally, an automated
calibration process is designed to complete the entire calibration
process.

The calibration strategy and process are illustrated in Fig. 3.
An industrial robot with a calibration end effector and a laser

tracker are adopted to calibrate the sensor extrinsic parameters.
The calibration end effector consists of a high-precision 6-DOF
motion platform and a calibration plane. The calibration plane
coordinate system (CPCS) is established based on the coordinate
system of the 6-DOF motion platform itself. The WCS is the basic
coordinate system of the aircraft assembly process and is estab-
lished by the laser tracker, and the CPCS is the working coordinate
system of the calibration process and is established by the 6-DOF
motion platform. The calibration process is performed in the CPCS,
in which the calibration plane moves to different poses driven by
the 6-DOF motion platform. Then, point-to-surface constraints
are established between the coordinates of the measuring points
obtained by the proximity sensor and the calibration plane. The
extrinsic parameters (PBP and UDV) of the proximity sensor that
appear in the constraints are determined in the CPCS. Finally,
several holes are employed as datum points to facilitate the



Fig. 3. Calibration strategy and process: (a) calibration process, (b) calibration end effector and calibration strategy. i: the ith pose of the calibration plane after the ith motion
of the 6-DOF motion platform; di: the distance measured by the proximity sensor after the ith motion of the calibration plane;M: the number of calibration samples collected
in the process of calibrating a proximity sensor; CPCS: calibration plane coordinate system.
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transformation between the CPCS and the WCS based on the laser
tracker. The calibration process is automatically repeated by the
industrial robot to calibrate the next sensor until all sensors are
calibrated.

4.1. Transformation matrices of coordinate motions

To ensure the subsequent accuracy of the constraints and the
calibration process, accurate plane equations are necessary. In
the CPCS, the order of the motion of the calibration plane is spec-
ified as a ? b ? c ? l ? m ? n, where a, b, and c are the rotation
angles around the X, Y, and Z axes, respectively; and l, m, and n are
the translation distances along the X, Y, and Z axes of the 6-DOF
motion platform, respectively, as shown in Fig. 3(b).

Then, after the ith motion, the 3D coordinates of the points on
the calibration plane in the CPCS, PCP

i , can be expressed as:

PCP
i ¼ xCPi yCPi zCPi

� �T ¼ RCP
0!i xCP0 yCP0 zCP0

� �T þ TCP
0!i; i¼ 1;2; :::;Mð Þ

ð5Þ
where M is the number of calibration samples collected in the pro-
cess of calibrating a proximity sensor; xiCP, yiCP, and zi

CP are the coor-
dinate components of point Pi

CP on the X, Y, and Z axes in the CPCS;

PCP
0 ¼ xCP0 yCP0 zCP0

� �T represents the 3D coordinates of the point
on the initial calibration plane (denoted by pose 0); x0

CP, y0CP, and
z0
CP are the coordinate components of point P0

CP on the X, Y, and Z

axes in the CPCS respectively; RCP
0!i and TCP

0!i are the rotation and
translation matrices, respectively. Then, the transformation of the
calibration plane from pose 0 to pose i in the CPCS can be expressed
as:

RCP
0!i ¼

1 0 0
0 cosa �sina
0 sina cosa

0
B@

1
CA

cosb 0 sinb
0 1 0

�sinb 0 cosb

0
B@

1
CA

cosc �sinc 0
sinc cosc 0
0 0 1

0
B@

1
CA

ð6Þ

TCP
0!i ¼ l m nð ÞT ð7Þ
4.2. Point-to-surface constraints

Because the coordinates of the points measured by a proximity
sensor always satisfy the calibration plane equation, point-to-
surface constraints are employed to determine the extrinsic
parameters of the proximity sensors in this paper.
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The plane equation at the initial position in the CPCS should be
known in advance and can be measured on a CMM, and the corre-
sponding spatial equation is obtained as follows:

NCP
0

PCP
0

1

" #
¼ 0 ð8Þ

where NCP
0 is the parameter vector of the calibration plane at the ini-

tial position (pose 0).
When the calibration plane moves, a new relationship is

established.

NCP
i

PCP
i

1

" #
¼ 0 ð9Þ

where Ni
CP is the parameter vector of the calibration plane at pose i.

According to Eq. (5), we can obtain

PCP
i ¼ RCP

0!i TCP
0!i

� � PCP
0

1

" #
ð10Þ

By substituting Eq. (10) into Eq. (8), we can obtain

NCP
0

RCP
0!i

� ��1
PCP

i � RCP
0!i

� ��1
TCP

0!i

1

2
4

3
5 ¼ 0 ð11Þ

where RCP
0!i

� ��1
represents the inverse matrix of RCP

0!i.

Upon decomposing the matrix, Eq. (11) can be expressed as:

NCP
0

RCP
0!i

� ��1
� RCP

0!i

� ��1
TCP

0!i

0 1

2
4

3
5 PCP

i

1

" #
¼ 0 ð12Þ

Combining Eqs. (9) and (12), we can obtain:

NCP
i ¼ NCP

0
RCP

0!i

� ��1
� RCP

0!i

� ��1
TCP

0!i

0 1

0
@

1
A ð13Þ

When the calibration plane moves to pose i, Eq. (4) can be
expressed in the CPCS as follows:

PCP
i ¼ OCP þ ditCP ð14Þ

where di is the distance measured by the proximity sensor after the
ith motion of the calibration plane, and OCP and tCP are the PBP and
UDV of the proximity sensor in the CPCS, respectively.
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Because the measurement point PCP
i is on the calibration plane,

it holds that Eq. (14) obeys Eq. (9). When the calibration plane
moves to different positions (pose i, i = 1, 2, . . ., M), by substituting
Eq. (13) and Eq. (14) into Eq. (9), a corresponding set of constraints
can be obtained as follows:

NCP
0

RCP
0!i

� ��1
� RCP

0!i

� ��1
TCP

0!i

0 1

0
@

1
A OCP þ ditCP

1

" #
¼ 0; i¼ 1;2; :::;Mð Þ

ð15Þ
Fig. 4. Extrinsic parameter calibration process [33].
4.3. Weighted optimization

It can be easily seen that Eq. (15) is an overdetermined linear
system of equations with no theoretical solution. Moreover,
because of the various errors that arise in actual tests, it is almost
impossible for the equalities in Eq. (15) to be satisfied. Thus, an
allowable minimal constant error e, such as e = 0.1, needs to be
introduced to achieve an approximate solution. For brevity, let

sCP ¼ OCP; tCP
� �

, and let f sCP
� �

represent the left side of Eq. (15).

Eq. (15) can then be modified as follows:

k f sCP
� � k2 � e ð16Þ
Due to the different contributions of each calibration sample to

the error of the approximate solution, weight coefficients
k ¼ k1; k2; :::; kMð Þ are introduced for each sample to help
bring the approximate solution closer to the nominal solution.
Thus, Eq. (16) can be transformed into

k f sCP
� � k2 � ke ð17Þ
k may be constructed as a constant vector or a function vector,

depending on the needs of the actual application. In this paper, k is
constructed in accordance with the distribution of the calibration
samples. To avoid touching the proximity sensor or exceeding its
measurement range, the sampling rate when the sensor measure-
ment value is in its middle range will be much higher than that
when the sensor measurement value is near zero or the maximum
range. However, due to the resulting sample imbalance, the basic
solution procedure will place too much emphasis on the errors in
highly sampled areas and ignore the errors in areas with low sam-
pling rates, resulting in a deviation of the approximate solution
from the nominal solution. Thus, the following weight function is
employed.

ki ¼ ck=maxðcÞ; i ) ck; i ¼ 1;2; :::;M; k ¼ 1;2; :::;Kð Þ ð18Þ
where ck represents the sample count in the kth bin and c repre-
sents the vector of the counts ck k ¼ 1;2; :::;Kð Þ; K is the number of
the bins into which the samples are divided. The distribution of
the samples is obtained by dividing the samples into K bins in
accordance with the sensor measurement values. In addition,
i ) ck denotes that the ith sample belongs to the kth bin. Accord-
ingly, the impact of the unbalanced samples can be reduced by
penalizing the samples through Eq. (18).

Then, to effectively apply the weights ki, we need to include the
ki in a new set of constraints as follows:

gi s
CP� � ¼ max k f i s

CP� � k2 � kie;0
� 	

; i ¼ 1;2; :::;Mð Þ ð19Þ
where gi(�), i ¼ 1;2; :::;Mð Þ represent the new set of constraints com-
bining Eqs. (17) and (18).

Thus, in terms of sufficiency and necessity, we need only to find
a sCP
� �� that satisfies

min
sCP

k g sCP
� � k2 ð20Þ
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instead of solving Eq. (17), where g(�) represents the vector of gi(�)
i ¼ 1;2; :::;Mð Þ.

Eq. (20) is a standard optimization problem and is usually
solved by optimizing the following equation.

min
sCP

GðsCPÞ ¼ 1
2

XM
i¼1

gi s
CP� �� �2 ¼ 1

2
g sCP
� �T

g sCP
� � ð21Þ

where G(�) represents the ultimate optimization objective derived
from Eq. (20).

Finally, the optimal solution can be obtained by applying a com-
monly used optimization method, such as the Levenberg–
Marquardt algorithm.

sCP
� �� ¼ argmin

sCP
G sCP
� �� 	 ð22Þ

It is worth mentioning that because OCP and tCP are the extrinsic
parameters of the sensors, the practical meanings of OCP and tCP

can be considered when solving the problem. The values of OCP,
tCP, and sCP can be roughly estimated by means of measuring
equipment, and the solution for sCP should be near the estimated
values of sCP. Moreover, to determine the six extrinsic parameters
shown in Eqs. (1) and (2), the calibration plane should be placed
in at least five different positions, in accordance with the implicit
constraint shown in Eq. (3). Fig. 4 [33] illustrates the calibration
process.
4.4. Automated control and calibration

A block diagram of the automated calibration system is shown
in Fig. 5. Initially, an initial motion control instruction (l, m, n, a, b,
c) is sent to the automated calibration system. Then, in the actua-
tor module, the 6-DOF motion platform moves the calibration
plane to a specific pose according to the motion control instruction.
In the measurement module, the proximity sensor produces the
measured value of the distance from the proximity sensor to the
calibration plane in this specific pose.

Due to the limited measurement range of a proximity sensor,
the distance cannot be greater than the maximum range nor less
than the safe distance (to avoid bumping the sensor probe). Thus,
in the filter module, the pose–distance pairs are filtered to form
the calibration datasets. In addition, increments or decrements
are employed to adjust the motion control instruction until a suf-
ficient number of samples to form the calibration datasets have
been obtained in measurable intervals.

The calibration results are calculated from the datasets in the
CPCS, and the results are then transformed into the WCS based



Fig. 5. Block diagram of the automated calibration system.

Z. Jia, B. Liang, W. Liu et al. Engineering 19 (2022) 105–116
on the coordinates of the datum holes. Thus, the calibration pro-
cess is finally completed.
5. Experiments

In this study, 3D microdisplacement monitoring experiments
and in situ calibration experiments were carried out (simulation
tests were presented in our previous work [33] to verify the feasi-
bility of the proposed method). To verify the accuracy of the pro-
posed calibration and monitoring system, a laboratory system
was developed:

(1) To simulate the installation of proximity sensors for the
actual measurement of an aircraft assembly tooling system, a fixed
measurement frame was designed.

(2) To avoid individual contingency, four proximity sensors
(KD2306-4SB, Kaman, USA) were installed on the measurement
frame, with a repeatable accuracy within 7 lm in a measurement
range of 4 mm.

(3) A calibration plane was prepared from aluminum 6061-T,
with a flatness error of less than 3 lm. Then, a high-precision 6-
DOF motion platform (H-811.I2, Physik Instrumente, Germany)
was employed to apply accurate motion control instructions to
the calibration plane, with a repeatability of 3 microradian (lrad)
in terms of rotation and 0.15 lm in terms of translation.
Fig. 6. Configuration of the instrumentation in th
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(4) Similarly, to facilitate the verification of the system, the 6-
DOF motion platform was mounted in a flexible calibration frame
to simulate a robot bringing the 6-DOF motion platform and the
calibration plane near to a proximity sensor in three orthogonal
directions and then locking and holding. Then, the calibration
plane was measured in the CPCS with high accuracy, and the
installation error could be neglected.

The overall configuration of the instrumentation is shown in
Fig. 6 [33].

5.1. Laboratory experiments

First, proximity sensors were installed, with their extrinsic
parameters as the targets to be calibrated. Pose data of the calibra-
tion plane were designed in steps of 0.3� in a range of (�0.6, 0.6)� in
terms of rotation and in steps of 0.1 mm in a range of (�1, 1) mm in
terms of translation. The values measured by the proximity sensors
were obtained by an acquisition module from national instruments
(PXI-6289, National Instruments, USA). The whole experimental
process was repeated 100 times to test the repeatability. In each
calibration test, measured distances were obtained, and their dis-
tribution is shown in Fig. 7. In this figure, different colors are
employed to distinguish individual calibration tests, and the sam-
ples from each calibration test are divided into 20 bins in accor-
dance with the measured values. The horizontal axis represents
e laboratory [33]. NI: National Instruments.



Fig. 7. Distribution of displacement measurements.

Fig. 8. Monitoring accuracy testing system in the laboratory.
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the different distance bins, and the vertical axis represents the
sample counts belonging to each bin in each calibration test. It
can be seen that the sampling rates are high and balanced only
when the distance values are between approximately 1.15 and
2.85 mm, consistent with the actual use of proximity sensors so
as to avoid touching the probe or exceeding the measurement
range. However, the difference in the sampling rates between the
high and low sampling regions can easily lead to deviations of
the calibration results from the nominal values. To solve this prob-
lem, the weight function defined in Eq. (18) was adopted.

The calibration results from the laboratory experiments are
shown in Table 2.

The experimental results indicate that the calibration process
converged. The range of the PBP error fluctuations is less than
±10 lm in the X and Y directions (in ranges of 900 and
1200 mm, respectively) and ±2 lm in the Z direction (in a range
of 650 mm), while the range of the UDV error fluctuations is less
than 0.07�, thus verifying the stability of the proposed method.
5.2. Accuracy analysis

Accuracy tests were carried out on a CMM. The layout of the
accuracy testing system is shown in Fig. 8. The calibration plane
was driven by a 6-DOF motion platform and measured by the
CMM to obtain the plane parameters. Based on the calibrated
extrinsic parameters of the proximity sensor, the 3D information
of the measured points in the measuring plane was obtained, and
the projection errors in the measuring plane were calculated to
validate the accuracy of the calibration process.
Table 2
Results of the laboratory calibration experiments.

Parameter (mm) Mean

Pose 1 O [18.351
t [�0.001

Pose 2 O [�28.15
t [�0.031

Pose 3 O [29.461
t [0.037 0

Pose 4 O [�19.37
t [�0.053
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The results based on both weighted and unweighted calibra-
tions are shown in Fig. 9. Consider sensor 1 as an example. After
calibration based on unweighted optimization, the measurement
errors of the 3D microdisplacements are between �23.50 and
43.30 lm, with the first quartile, median, and third quartile being
�12.50, �3.04, and 8.40 lm, respectively. In contrast, after calibra-
tion based on weighted optimization, the measurement errors of
the 3D microdisplacements are reduced to the relatively small
Standard deviation

�132.296 131.764] 10�3 � [4.99 8.55 1.12]
0.307 �0.949] 0.0373�
1 �135.772 133.268] 10�3 � [4.82 8.55 0.79]
0.282 �0.955] 0.0482�
90.590 132.799] 10�3 � [6.38 7.24 0.30]
.307 �0.951] 0.0635�
8 91.536 131.732] 10�3 � [4.13 4.97 0.20]
0.233 �0.971] 0.0314�



Fig. 9. Results of the monitoring accuracy tests.
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range between �9.80 and 14.12 lm, with the first quartile, med-
ian, and third quartile being �4.27, �1.56, and 3.48 lm, respec-
tively. Thus, it can be seen that the weighted calibration method
leads to significant reductions in the measurement errors to within
±15 lm based on the CMM datum (0.90 lm + 2.85 lm�m�1 in
ranges of 900 mm/1200 mm/650 mm in the X/Y/Z directions).
Therefore, the proposed automated calibration method and system
can enable high-accuracy spatial measurements.
Fig. 10. In situ calibration system.
5.3. In situ calibration and online monitoring

Calibration and 3D microdisplacement monitoring tests were
finally carried out for the process of assembling a tailplane in the
laboratory, simulating the process at a production site. The calibra-
tion process is depicted in Fig. 10, and the results are shown in
Table 3.

After calibration, positioners were installed on the assembly
tooling, and their 3D displacements were monitored. In the aircraft
assembly process, a spar, actuator and hinge fittings, inner and
closing ribs, and lower and upper panels are sequentially assem-
bled, which may lead to progressive increases in gravitational
force, artificial thrust, assembly stress, and drilling vibration. Thus,
the 3D microdisplacements of the spar positioner (SP), actuator
positioner (AP), and hinge positioner (HP) were monitored to
ensure high assembly precision and quality. The monitoring pro-
cess and monitoring system are shown in Fig. 11. Throughout the
assembly process, the offset distances off the key positioners (such
as SP 1, AP 1, etc.) were acquired by the sensors, and the results are
plotted in Fig. 12, where the horizontal axes represent the elapsed
Table 3
In situ calibration results.

Sensor number OX (mm) OY (mm)

SP 1 sensor �1680.845 �748.645
AP 1 sensor �1871.246 �480.598
AP 2 sensor �1742.015 �469.605
HP 1 sensor �1870.849 �229.299
HP 2 sensor �1717.989 �209.531
SP 2 sensor �1672.594 571.228

SP: spar positioner; AP: actuator positioner; HP: hinge positioner.
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time during the assembly process and the vertical axes represent
the offset distances of the positioners. The calculated displace-
ments are shown in Table 4.

It can be seen from Fig. 12 that as the aircraft components (such
as the spar and actuator) are assembled, the measured distances of
the positioners (such as SPs and APs) will oscillate around a value
of approximately zero as a result of the vibrations caused by the
OZ (mm) tX tY tZ

123.805 �0.028 0.910 �0.414
109.775 0.326 �0.197 �0.925
106.003 �0.116 0.993 0.021
115.794 0.007 �0.210 �0.978
81.399 0.279 0.946 �0.163

113.139 0.080 0.992 �0.096



Fig. 11. 3D microdisplacement monitoring system during the assembly process.
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assembly operations. By adjusting the assembly operations in
accordance with the displacement values measured in real time,
the amplitudes of the positioner offsets can be controlled within
acceptable ranges. In addition, as seen from Table 4, the microdis-
placements of the positioners after each assembly step can also be
controlled to tiny values to perfectly meet the accuracy require-
ments of the assembly tooling.

Modern monitoring methods for the assembly process were
also tested to compare their efficiency and accuracy at the produc-
tion site (range of 7 m). As noted previously, a laser tracker was
used to collect the datum reference for accuracy assessment in
the aircraft assembly process. The accuracy can reach ±57 lm in
the range at the production site (7 m) with a laser tracker
Fig. 12. Distance offsets durin
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(AT960, Leica, Germany). However, due to the point-by-point mea-
surement process, the efficiency of the laser tracker is too low to
meet the requirements for the online monitoring of 3D microdis-
placements. Instead, the industrial photogrammetry method and
the 3D microdisplacement monitoring method can be applied for
the online monitoring of the assembly tooling because of their high
efficiency. To compare its online monitoring accuracy with that of
the monitoring method proposed in this paper, an industrial pho-
togrammetry system (MPS/M20, Chenway, China) with an accu-
racy of ±(14 lm + 14 lm�m�1) was adopted. In the range at the
production site, the accuracy of this industrial photogrammetry
system could reach ±112 lm. Meanwhile, for the method proposed
in this paper, a laser tracker (AT960, Leica) was used to establish
the WCS, and proximity sensors (KD2306-4SB, Kaman) were used
for 3D microdisplacement monitoring. The accuracy was found to
reach ±72 lm, including the measurement errors of the 3D
microdisplacements (±15 lm) and the errors in the WCS caused
by the laser tracker (±57 lm). Thus, the measurement accuracy
achieved with the proposed method can perfectly meet the accu-
racy requirement of ±76 lm for assembly tooling inspection.

In summary, the proposed microdisplacement monitoring
method has advantages in both efficiency and accuracy, making
it more suitable for online position monitoring during the complex
aircraft assembly process. Higher-accuracy monitoring of the
microdisplacements can provide better guidance for manual
assembly operations, and the online monitoring of microdisplace-
ments will further facilitate aircraft assembly.
6. Conclusions

In this paper, a 3Dmicrodisplacementmonitoringmethod based
on proximity sensors is presented. An extrinsic parameter calibra-
tion method is also proposed and detailed. Laboratory experiments
g the assembly process.



Table 4
Online monitoring results.

Assembly process stage SP 1 (lm) AP 1 (lm) AP 2 (lm) HP 1 (lm) HP 2 (lm) SP 2 (lm)

Prework
d (Dur.) 0 0 0 0 0 0
D (Aft.) [0 0 0] [0 0 0] [0 0 0] [0 0 0] [0 0 0] [0 0 0]

Spar
d (Dur.) �57.7–56.2 �4.4–4.6 �4.2–4.4 �3.9–4.8 �4.7–4.1 �71.2–69.8
D (Aft.) [�0.1 2.3 �1.0] [0 0 0] [0 0 0] [0 0 0] [0 0 0] [�0.2 �3.1 0.3]

Actuator
d (Dur.) �33.1–38.0 �17.8–18.4 �44.5–42.3 �4.5–4.7 �5.1–3.9 �20.9–14.6
D (Aft.) [�0.1 1.6 �0.7] [�0.2 �0.1 0.6] [�0.3 2.4 0.1] [0 0 0] [0 0 0] [�0.1 �1.8 0.2]

Hinge
d (Dur.) �24.8–28.5 �9.5–8.2 �19.8–24.6 �25.4–25.7 �56.7–59.2 �19.6–15.9
D (Aft.) [�0.1 2.6 �1.2] [�0.2 0.1 0.6] [�0.3 2.4 0.1] [0 �0.1�0.7] [0.7 2.3 �0.4] [�0.2 �2.5 0.2]

Lower panel
d (Dur.) �63.9–69.5 �20.7–19.3 �50.8–55.7 �21.5–22.9 �62.6–67.3 �82.4–77.5
D (Aft.) [�0.1 1.7 �0.8] [�0.1 0.1 0.3] [�0.2 1.7 0] [0 �0.2 �1.0] [1.1 3.6 �0.6] [�0.3 �4.0 0.4]

Upper panel
d (Dur.) �60.4–64.2 �18.0–17.5 �44.1–47.5 �19.0–21.0 �54.0–61.4 �79.6–71.5
D (Aft.) [0 1.5 �0.7] [�0.1 0 0.2] [0.1 �0.9 0] [0 0.1 0.5] [0.4 1.5 �0.3] [0.1 1.7 �0.2]

‘‘d (Dur.)” represents the distance measured during the assembly process. ‘‘D (Aft.) ” represents the microdisplacement after the assembly process.
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were conducted using a CMM, and accuracy tests showed that the
errors of 3D microdisplacement monitoring can be less than
±15lm.When the proposedmethod is applied for in situ calibration
and onlinemonitoring, the accuracy of 3Dmicrodisplacementmon-
itoring can reach ±72 lm, considering the accuracy of the WCS
established based on a laser tracker, which can perfectly meet the
accuracy requirements for assembly tooling inspection (±76 lm).
The proposed method has been successfully applied for displace-
ment monitoring of the tailplane assembly tooling at a production
site, demonstrating that it accurately acquire the displacement of
each positioner in real time and provide guidance for subsequent
assembly operations. Importantly, 3D displacement monitoring is
an indispensable process in manufacturing, testing and many other
fields, such as the automobile and ship industries. With its advan-
tages of high precision, fast response and compact volume, the 3D
displacement monitoring and calibration method proposed in this
paper can effectively support the intelligent manufacturing of air-
craft, automobiles, ships, and so forth.
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