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In the month of August 2023, more than 180 million users
logged on to ChatGPT (Fig. 1) [1], the famous artificial intelligence
(AI) chatbot [2]. Developed by San Francisco, CA, USA-based
OpenAI, ChatGPT can write prose in the style of Ernest Hemingway,
generate computer code, help jobseekers craft their resumes, fur-
nish reasonably accurate medical diagnoses, and perform a range
of other sophisticated tasks [2–5]. People who sign up for the free
version of ChatGPT—as well as anyone else accessing the many AI-
enhanced search engines and programs that are now available—do
not have to pay for the assistance. But it is not actually free.

Providing the huge amount of computational power required by
ChatGPT and the multitude of other AI systems now being used
around the world takes a huge amount of electricity and water
and results in a lot of pollution [6]. Exactly how much remains
‘‘a matter of debate,” said Deep Jariwala, an associate professor of
electrical and systems engineering at the University of Pennsylva-
nia in Philadelphia, PA, USA. But every estimate so far suggests the
amounts are already enormous [7]. ‘‘The numbers are daunting in
absolute terms,” said Benjamin Lee, professor of electrical and sys-
tems engineering and Jariwala’s colleague at the University of
Pennsylvania, PA, USA.

And AI’s use is growing exponentially. Google (Mountain View,
CA, USA) and Microsoft (Redmond, WA, USA) have created their
own rivals to ChatGPT, for instance, that they have integrated into
their search engines [8]. AI is becoming indispensable in many sec-
tors of the economy, including medicine, agriculture, pharmaceuti-
cal research, and education, and it underlies the function of more
and more products and services such as cell phones and online
shopping websites like Amazon’s (Seattle, WA, USA) [9]. ‘‘AI con-
sumes a lot of electricity, and if it becomes more a part of our daily
lives, it will consume a lot more,” said Jesse Dodge, a research sci-
entist at the Allen Institute for AI in Seattle, WA, USA.

Although the use of AI is increasing exponentially, its energy
and resource consumption do not have to, said Shaolei Ren, an
associate professor of electrical and computer engineering at the
University of California, Riverside, CA, USA. Researchers and com-
panies are working on solutions, including more efficient computer
circuits, streamlined software, and improved algorithms, to reduce
AI’s climate and resource costs. Google, Microsoft, and Amazon and
other companies whose cloud computing services run most AI
models claim they have taken steps to boost the efficiency and sus-
tainability of their operations [10]. Even allowing customers to
choose where and when the models run could make a positive
impact [11,12].

The huge environmental footprint of cryptocurrencies—whose
well-studied energy consumption and greenhouse gas emissions
exceed those of many countries—has drawn plenty of attention
and provoked substantial criticism for many years [13,14]. But
the first research report raising the alarm about the environmental
downsides of AI did not come out until 2019 [15]. AI requires so
much energy because what it does is inherently more computa-
tionally demanding than just crunching numbers or searching
the internet, said Jariwala. AI systems pore over massive amounts
of data, hunting for patterns that can allow them to make predic-
tions [16]. AI models used to run on laptops, Jariwala said, but they
now need so much processing power that they must rely on large
data centers. And these data centers devour energy (Fig. 2) [17,18].

Researchers have estimated the overall energy use of individual
cryptocurrencies such as Bitcoin and Ether [13,14], but gauging the
power consumption and greenhouse emissions of AI has been
more difficult because the necessary data are hard to obtain. AI
researchers and companies are scattered around the world, and
no central authority tracks their energy consumption, Dodge said.
In addition, companies are reluctant to share details about their AI
use that might help their competitors.

Still, the estimates researchers have produced are provocative.
Before AI models can start writing poems in the style of Shake-
speare or searching magnetic resonance imaging (MRI) scans to
detect tumors, they undergo training, during which they learn to
interpret data. This process is energy intensive. A 2021 study esti-
mated that training GPT-3, the AI model initially used to power
ChatGPT, produced the equivalent of 550 tonnes of CO2 and con-
sumed 1287 MW�h of electricity, roughly the same amount as
120 homes in the United States would use in a year [19,20]. Once
AI systems begin operating, they continue to consume electricity
and generate CO2 [21]. A study that had access to data from Google
estimated that taken together, AI training and operation account
for 10%–15% of the company’s annual 15.4 TW�h power usage
[20,22]. One of the first studies to assess AI’s overall power con-
sumption drew on projected sales by NVIDIA (Santa Clara, CA,
USA), the company whose servers dominate the AI market. Using
those figures, the study predicted that by 2027, AI could be con-
suming between 85 TW�h and 134 TW�h of electricity per year,
roughly the same amount as the country of Argentina [23,24]
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Fig. 1. Millions of people log onto the chatbot ChatGPT every day to access its
surprisingly human-like output. The newest version can speak with users, search
the internet, and analyze images. But these innovative abilities, and those of similar
artificial intelligence (AI) models being employed by Google, Microsoft, Amazon,
and other companies, appear to come at a steep environmental cost. Credit: Sanket
Mishra (CC0).

Fig. 2. Large, cloud-accessed data centers like this one built and operated by Google
in Council Bluffs, IA, USA, can draw more than 100 MW at any given time—
consuming roughly as much electricity as 80 000 homes—and have cooling systems
that can guzzle up to 3� 109 L of water a year. Google claims that all its data centers
will be running entirely on renewable energy by 2030. Credit: Chad Davis (CC BY
2.0).
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The environmental toll of AI goes beyond energy. Building data
centers and manufacturing computer chips and servers produces
greenhouse gases, for instance, and obtaining the raw materials
for the electronics entails environmentally damaging mining
[25]. Using data from Facebook (Menlo Park, CA, USA), Lee and col-
leagues estimated in a 2022 report that this so-called embodied
carbon (all greenhouse gas emissions not directly connected to
data center operation) accounts for between 30% and 70% of the
total carbon footprint of certain AI models [26]. And as one article
cheekily commented, AI has ‘‘a drinking problem,” with data cen-
ters requiring large amounts of water to keep cool [27,28]. Ren said
that he and his teamwere the first to try to estimate AI’s water use.
Starting with Microsoft’s reported annual water consumption, they
estimated that GPT-3—which trained on Microsoft’s cloud comput-
ing platform—needed about half a liter of water every time it
answered from 20 to 50 user questions [29]. ChatGPT Plus, Open-
AI’s updated, faster, and more versatile chatbot that costs 20 USD
per month, now relies on an even larger AI model, GPT-4, which
is likely to be thirstier. So ‘‘overall, our estimate is conservative,”
Ren said. Given the 180 million-plus monthly visitors to the
ChatGPT website [1], its water consumption could quickly add up
to a substantial amount.

AI’s expanding energy demand is part of a larger problem—com-
putation of all types is gobbling increasing amounts of power and
2

needs to dramatically improve efficiency, said Jariwal. A 2020
report from the Semiconductor Research Company (Durham, NC,
USA), the industry’s main research organization, projects that if
current energy use trends continue, by 2040 computation alone
will require more electricity than the entire world will be able to
produce [30].

Improving computer hardware and software is one way to help
reduce the energy use of computation in general and of AI specif-
ically, said Jariwal. Using smaller AI models that can be trained
on less data is another strategy that is gaining traction [31]. Opti-
mizing where and when data centers train and run AI models may
also make a difference. In a 2022 paper, for instance, Dodge and
colleagues estimated carbon emissions for training different AI
models on Microsoft’s cloud computing service Azure. The amount
of CO2 produced varies with the location within the United States
and around the world, their study showed [12]. Training an AI
model in data centers in the central United States, a region more
reliant on fossil fuels, generates about twice as much CO2 on aver-
age as training it in facilities in the western United States, which
draw on plentiful hydropower. The time of day also matters, the
researchers found. For one model, delaying training until more
renewable energy was online cut CO2 emissions by up to 80%.

Users who are going to train their AI models on cloud services
like Azure can already choose where and when they run, Dodge
said, and they can pick times and places that will produce the least
amount of CO2. ‘‘That is a really impactful decision people can
make,” he said. Ren and his team have shown that a similar time
and geography calculation can also cut the water consumption of
AI [32].

Another counterintuitive way to reduce AI’s environmental
impact is to use it less often, said Dodge. Although companies
are rushing to apply AI, it is not ready for some uses, particularly
if they involve human safety. For example, an AI model that can
detect tumors on MRI scans may be a useful tool for radiologists,
but it is not ready to replace radiologists, Dodge said, because such
models still make many mistakes. Companies and researchers
should think carefully about their rationale for choosing to use
AI, he said. ‘‘Is AI the right tool here? I hope people will ask that
more often.”
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