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Early identification of abnormal regions is crucial in preventing the occurrence of underground geotech-
nical disasters. To meet the high-accuracy detection requirements of underground engineering, this
paper proposes a tomography method for abnormal region identification in complex rock-mass struc-
tures that utilizes traveltime tomography combined with the damped least-squares method and
Gaussian filtering. The proposed method overcomes the limitation of velocity difference in empty region
detection and mitigates the impact from isolated velocity mutation in the iteration. Numerical and lab-
oratory experiments were conducted to evaluate the identification accuracy and computational efficiency
of forward modeling, including the shortest-path method (SPM), dynamic SPM (DSPM), and fast sweep-
ing method (FSM). The results show that DSPM and FSM can clearly detect abnormal regions in numerical
and laboratory experiments. Field experiments were conducted in the Shaanxi Zhen’ao mine and
achieved the reconstruction of the underground roadway distribution. This paper not only realizes the
application of abnormal region identification using traveltime tomography but also provides new insight
into potential hazards detection in underground geotechnical engineering.

� 2022 THE AUTHORS. Published by Elsevier LTD on behalf of Chinese Academy of Engineering and
Higher Education Press Limited Company. This is an open access article under the CC BY-NC-ND license

(http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

With the gradual depletion of land resources, the focus of
geotechnical engineering has gradually moved toward under-
ground construction [1,2]. However, buried abnormal regions in
the rock-mass bring significant challenges to underground
geotechnical engineering. The safety of underground geotechnical
engineering is threatened by various potential underground disas-
ters [3,4] such as rockburst [5,6], roof collapse [7], and water
inrush [8]. Such potential hazard areas often differ from the rock-
mass in stress, causing great damage and casualties during under-
ground excavation and exploration [9,10]. Since the stress field in
geotechnical engineering is in constant redistribution [11–14],
the spatiotemporal evolution pattern remains to be revealed. It is
challenging to use current stress-field identification technology
to detect potential hazard areas in complex rock-mass structures.

When the rock-mass is subjected to external stresses as well as
high temperature and failures with extensive pre-failure damage, a
significant velocity reduction exists [15,16]. Velocity field imaging
technology can be utilized to detect the internal damage evolution
of the rock-mass during the stable and unstable stages of crack
propagation [17]. This technology can be further applied to obtain
early warning of potential hazard sources in mining engineering,
which is urgently needed in mining practices, in order to provide
sufficient time for evacuation from potentially threatened areas
[18] and guidance for underground autonomous driverless vehicles
[19]. Velocity field imaging technology plays a significant role in
the safety and efficiency of geotechnical engineering activities.

Identifying abnormal regions is one of the most classical and
fundamental problems in underground geotechnical engineering
[20,21]. In the 1970s, Aki et al. [22,23] pioneered the introduction
of medical computed tomography into geophysical science.
Tomography technology has been developed to explore the strati-
graphic structure and geological disasters. The two-point ray-
tracing method [24–26] used to be widely applied for natural seis-
mic tomography. However, due to the low computational effi-
ciency, tendency to track blind areas, and ease of falling into a
local optimum, the method was phased out with the development
of ray-tracing technology. Nakanishi and Yamaguchi [27] proposed
the shortest-path method (SPM), inspired by the path problem of
graph theory. In SPM, the region is discretized into units; then,
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travel time on the unit boundary is calculated, where the node
with the minimum travel time is connected as the ray path. Nasr
et al. [28] proposed a dynamic SPM (DSPM) and further improved
the accuracy and efficiency by adding and removing nodes in the
SPM topology. Dong et al. [29,30] developed an improved A*
shortest-path algorithm combined with the match method to iden-
tify the empty region in a two-dimensional (2D) structure. Apart
from the ray-tracing theory, the eikonal equation is an essential
principle of tomography. The fast marching method (FMM) com-
bined with narrowband technology describes the propagation
mode of the wavefront, effectively determines the update
sequence of grid points [31–33], and calculates the travel time of
the region. Dong et al. [34] adopted FMM combining active and
passive sources in synthesis experiments to investigate the influ-
encing factors of acoustic tomography for complex structures. Jiang
et al. [35] proposed an improved FMM method and realized more
accurate location of rock fractures, thereby facilitating the detec-
tion of damaged regions in the rock-mass. Brantut [36] proposed
an active–passive joint tomography inversion algorithm using
FMM and applied it to sandstone compaction. However, the pro-
posed active–passive joint tomography inversion algorithm failed
to detect empty regions due to the excessive velocity gradient
between the rock-mass and empty regions. The fast sweeping
method (FSM) obtains a fast numerical solution to the eikonal
equation through Gauss–Seidel iterative alternating scanning
[37–39]. This method has efficient forward modeling and holds
great significance for the engineering application of tomography.
As a practical technique, tomography can quantitatively reveal
the geological structure during large-scale seismic and oil–gas
storage exploration [40–43]. The fracturing of intact rock accompa-
nies microseismic activity as a result of the sudden release of accu-
mulated strain energy around underground openings, and the
redistributed stress and formed microfractures can be detected
using microseismic signals [44–46]. Tomography is essential for
detecting buried abnormal regions in complex mining
environments.

This paper proposes the use of traveltime tomography com-
bined with the damped least-squares QR-factorization (DLSQR)
and Gaussian filtering (DLSQR–GF) to identify abnormal regions
in complex rock-mass structures. The proposed method not only
overcomes the limitation of velocity difference between rock and
empty regions but also mitigates the impact from isolated velocity
mutation in the iteration. SPM, DSPM, and FSM are used as the for-
ward modeling in the traveltime tomography to obtain the arrivals
in computational regions. Numerical and laboratory experiments
have been conducted to evaluate the identification accuracy and
computational efficiency of the proposed method. The proposed
method has also been applied in the field experiments to verify
its feasibility.

2. Methods

2.1. Forward modeling

The forward modeling of tomography requires precise and fast
calculation of arrivals. It is an essential requirement for the early
identification of abnormal regions. Typically used methods include
ray-tracing technology based on ray theory and wavefront-tracing
technology using the eikonal equation. For efficiency, we adopted
SPM, DSPM, and FSM as the forward modeling methods in the
paper. The basic principles of these methods are briefly introduced
below.

2.1.1. Shortest-path method
SPM is derived from the shortest-path problem in graph theory.

The region is discretized into units, and nodes are set on the
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boundary of each unit. The adjacent nodes are calculated with
the arrival from the source node and then set as the secondary
sources for other nodes. Based on the minimum calculated arrival
and the corresponding secondary source node, the connection
between nodes is linked and set as the ray-tracing path.

2.1.2. Dynamic shortest-path method
To eliminate errors from the uniform slowness in units and the

plane wave assumption, Nasr et al. [28] proposed DSPM to define
the slowness in nodes. DSPM first calculates arrivals for all nodes
by means of improved SPM and dynamically changes the slowness
resolution by adding and removing secondary nodes in the itera-
tion topology. The steepest traveltime gradient is used for each
ray pair in the ray path-tracing process. The slowness values at
the intersection areas of the ray path and cells are then used to
recompute arrivals at each receiver. DSPM improves the computa-
tion accuracy without increasing mesh resolution, thereby reduc-
ing memory and computation cost; it can obtain better forward
modeling of arrivals under an equal SPM computation cost.

2.1.3. Fast sweeping method
The FSM calculates the arrivals of region nodes through Gauss–

Seidel iterative alternating scanning. First, the arrival at the source
node is initialized to zero, and others are set at an extreme value.
Then, the Gauss–Seidel iterative algorithm is used to calculate
the solution of the eikonal equation, and the minimum value
among the original value and updated value is retained. The scan-
ning process continues until it satisfies the convergence condition.
The FSM has a considerably higher computing efficiency than the
FMM and far more than the ray-tracing approach. The forward cal-
culation is more efficient with FSM. In tomography, the forward
calculation is always the most time-consuming part; thus, FSM is
of great significance to the application of tomography.

2.2. Inversion algorithm

The inversion problem of tomography can be solved as the opti-
mization problem f composed by observation arrivals and calcu-
lated arrivals from the forward modeling, which is expressed in
Eqs. (1)–(3):

f ¼ k dobs � dcal miþ1ð Þ k2 ð1Þ

miþ1 ¼ mi þ dm ð2Þ

dobs � dcal mð Þ ¼ Ldm ð3Þ
where dobs represents the observed arrivals, dcal is the calculated
arrivals, mi is the slowness field at i iteration, and dm is the slow-
ness field difference between mi and miþ1. The ray-tracing path L
is a nonlinear sparse operator containing the grid distance between
the sources and the sensors; it is calculated from the forward mod-
eling calculation, and then combined with the slowness field m to
obtain the calculated arrivals dcal in the inversed process. It estab-
lishes the relationship between the observed arrivals d and the
slowness field m in the inversion region. Since the misfit between
the observed and calculated arrivals is mainly caused by the ray
paths in different slowness fields, the prior slowness field can be
optimized toward the actual slowness field by minimizing the mis-
fit function.

Eq. (3) is an underdetermined and contradictory equation,
which can be solved by iterative inversion methods such as the
back projection method, the Newton method, and DLSQR. The lat-
ter has good convergence and reliability in solving ill-posed linear
equations with a low computation cost and can thus be used to
avoid the calculation of gradient matrix; as a result, it is only



Fig. 1. Flowchart of the tomography inversion algorithm. SPM, DSPM, and FSM are
adopted as forward modeling methods, and DLSQR–GF is proposed as the inversion
algorithm.
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necessary to calculate the non-zero elements of the large sparse
matrix. DLSQR simplifies the calculation with the sparsity of the
matrix and demands less storage space and computation cost. It
is suitable for solving a nonlinear sparse operator L composed of
ray paths. DLSQR can be divided into several steps: transforming
L into a tridiagonal matrix by a Lanczos vector, constructing the
least-squares equation, generating the lower triangular matrix,
and solving it. However, DLSQR cannot avoid isolated velocity
mutation, which may accumulate errors in the inversion process.
We employ a Gaussian filter to mitigate salt-and-pepper noise
from the isolated velocity mutation.

The traveltime tomography inversion is composed of the fol-
lowing steps:

(1) Establishing the initial model and dividing mesh grids.
The size and number of grids affect the resolution of the results;
increased computation costs and a greater number of signals are
required with finer grids.

(2) Collecting signal data, including the arrivals and coordi-
nates of source-receiver sensors and lead breaking points. The
collected signal date are performed with the noise reduction algo-
rithm to ensure the accuracy of arrivals.

(3) Executing tomography combing forward modeling and
DLSQR–GF. The calculated arrivals from the forward modeling part
are optimized with the observed arrivals by DLSQR–GF to obtain
the velocity field during the iteration.

(4) Stopping the iteration when the convergence criterion is
achieved. The extended information criterion (EIC) can determine
the optimum number of iterations using bootstrap statistics [47],
avoiding over-iteration caused by using the residual error as the
convergence criterion. The EIC and the maximum iteration can be
applied as the convergence criterion.

(5) Identifying abnormal regions from the traveltime tomog-
raphy results. The abnormal regions are clustered by the obviously
different velocity cells compared with the background velocity.
The ability of identifying abnormal regions can be evaluated by
the statistical method.

The traveltime tomography procedure is shown in Fig. 1.
3. Experiments

In order to quantitatively evaluate the performance of travel-
time tomography in the early identification of abnormal regions
in complex rock-mass structures, numerical, laboratory, and field
experiments were conducted. The numerical experiment was
based on a 50 m � 40 m � 20 m excavation model containing
two elliptic low-velocity abnormal regions. Corners were respec-
tively arranged with receivers with equal intervals. The laboratory
experiment consists of 2D and three-dimensional (3D) experi-
ments. The region of interest is a 500 mm � 200 mm � 160 mm
cuboid granite sample. There are five boreholes with a diameter
(D) of 50 mm at the top, representing low-velocity abnormal
regions. The parameters of the numerical and laboratory experi-
ments are shown in Table 1. The positions of the sensors and
abnormal regions are shown in Figs. 2(a) and (b). The configuration
of sensors in the laboratory experiments was arranged to increase
Table 1
Parameters of the numerical and laboratory experiments.

Parameter Numerical experiment

Model size 50 m � 40 m � 20 m
Abnormal region size 8 m � 8 m � 4 m; 6 m � 6 m � 2 m
Grid number 50 � 40 � 20
Receiver number 36
Source number 58
Ray number 2088

h: height.
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the ray coverage in the rock-mass as much as possible. Disturbance
of the slowness field origin from the ray-tracing path and sufficient
ray coverage can improve the identification accuracy of abnormal
regions in the rock-mass. Figs. 2(c) and (d) depicts the grid meshes
in the laboratory experiments. Pulse signals and lead break experi-
ments were conducted in the laboratory experiments as active
sources. The basic frequency of the pulse signals is around
160 kHz. By establishing an analytical equation with coordinates,
the occurrence time of the lead breaking points was determined
using the maximum likelihood estimation method. AMSY-6
multi-channel equipment and VS45-H sensors were used in the
laboratory experiment to sample signals with a high standard.
The frequency range of the sensors is 20–450 kHz, and the fre-
quency response reaches a peak at 280 kHz.

For early identification, it is necessary to rapidly distinguish
abnormal regions from rock-mass. We use the identify rate (IR)
and cost rate (CR) to quantitatively evaluate the identification effi-
ciency of traveltime tomography. Effective identification can be
said to be achieved when the velocity of abnormal regions is signifi-
cantly lower than the background velocity. We set the IR as the
proportion of the velocity in abnormal regions that is lower than
the lower quartile of the background velocity. The lower quartile
value is calculated from the mesh grids in non-cavity regions and
is then compared with the mesh grid in cavity regions. The IR value
can be obtained from the ratio of the number of mesh grids with
2D laboratory experiment 3D laboratory experiment

200 mm � 440 mm 500 mm � 200 mm � 160 mm
D ¼ 100 mm; 5 pieces D ¼ 100 mm; h ¼ 160 mm; 5 pieces
60 � 132 50 � 20 � 16
12 20
12 40
144 800



Fig. 2. Configuration of sensors and grid meshes in laboratory experiments. (a) 2D
sensor network; (b) 3D sensor network; (c) 2D grid meshes; (d) 3D grid meshes.
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higher velocity than the lower quartile velocity value in non-cavity
regions to all mesh grids in cavity regions. A higher IR value repre-
sents the higher identification degree of abnormal regions.
3.1. Numerical experiments

To evaluate the practical usefulness of the proposed method
under theoretical conditions, we constructed numerical experi-
Fig. 3. (a) Layout of abnormal region detection during excavation and (b) its velocity par
from (c) SPM, (d) DSPM, and (e) FSM.
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ments, as shown in Fig. 3. The numerical model is designed to sim-
ulate actual abnormal region detection during excavation. The
target region has the dimensions 50 m � 40 m � 20 m and is sur-
rounded by other rock-masses. Two different abnormal regions are
buried in the target rock, which may affect the excavation process.
To detect the abnormal region distribution, there are boreholes set
on corners of the target rock-mass, and sensors are arranged at 5 m
intervals along the boreholes. The sensor arrangement constructs a
monitoring network for the target rock-mass. The parameteriza-
tion of the target rock-mass is shown in Fig. 3(b). The background
velocity is set as Vout ¼ 4500 m�s�1, and the abnormal low-velocity
regions are respectively set as 1500 and 340 m�s�1. The velocity of
the excavation face region is set as 340 m�s�1. Imaging processes
and results using the SPM, DPSM, and FSM of numerical experi-
ments are shown in Fig. 4. The initial model is composed of the
target regions with the background velocity and the excavation
face region, as shown in Fig. 4(a).

The tomography results of SPM, DSPM, and FSM are shown in
Figs. 3(c)–(e). It can be seen from the horizontal velocity profile
results that the low-velocity cells are located around the actual
abnormal regions. The lower velocity abnormal regions are near
the boundary of the target rock-mass, and the other abnormal
regions are located near the tunneling face. The inversed model is
closed to the designed numerical model. However, the tomography
inversion must solve an undetermined, multi-solution problem,
whose degree of underdeterminedness is directly related to the sig-
nals and grids of the slowness field. Thus, the inversed model may
ameterization model. (c–e) Velocity parameterization models of the imaging results



Fig. 4. (a) Initial model and (b) real model: (c–h) Imaging results: (c, e, g) imaging results of (c) SPM, (e) DSPM, and (g) FSM in the 3D numerical experiments; (d, f, h) imaging
results of (d) SPM, (f) DSPM, and (h) FSM with 5% arrival errors.
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differ from the real model in terms of the shape and values of abnor-
mal regions. The velocity outside of the abnormal region also shows
various degrees of change in the tomography results. The cells
around low-velocity regions are assigned higher velocity values than
the background velocity in order to minimize the arrival differences
from the different shape and velocity values of abnormal regions.

Figs. 4(c), (e), and (g) show the perspective views of the initial
model and the tomography results. For a better demonstration of
abnormal region distribution, the inversed models are sliced along
the height. The tomography process begins from the initial model,
which only contains the excavation face. The tomography results
are obtained by combining forward modeling with DLSQR–GF.
The tomography results clearly show the distribution of the exca-
vation face and abnormal regions; thus, the proposed methods
realize the detection of abnormal regions. The IR values of SPM,
DSPM, and FSM are 93:96%, 94:02%, and 94:16%, respectively.
Although there is little difference between the IR values in the
numerical experiments using these three methods, FSM exhibits
a relatively better performance. With the computation cost of
195
SPM as the evaluation criteria, the CR values of DSPM and FSM
are 28:92% and 18:13%, respectively. The computation cost of
FSM is significantly lower than those of the others, indicating
higher computational efficiency. To verify the robustness of the
proposed method against noise, the average 5% arrival errors are
added to the theoretical travel times. The tomography results are
shown in Figs. 4(d), (f), and (h). The results show that, although
the tomography accuracy is affected to some degree in this case,
the proposed method can still realize abnormal region detection.

In the 3D tomography numerical experiments, DSPM and FSM
demonstrated excellent identification ability and computation effi-
ciency in abnormal region detection. Although SPM satisfied the
requirement of identifying abnormal regions, its computation cost
is significantly higher than those of other methods.

3.2. Laboratory experiments

In contrast to the ideal conditions in the numerical experiment,
error factors are unavoidable in the tomography laboratory
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experiments, including arrival errors, uniform background velocity,
and sensor–media coupling. The accuracy of the tomography is dis-
turbed by these factors. Therefore, it is necessary to verify the
application of traveltime tomography in laboratory experiments.
We carried out a quantitative evaluation of the identification abil-
ity of traveltime tomography for abnormal cavity regions in a rock
sample.

3.2.1. 2D tomography laboratory experiments
The configuration of the sensors is shown in Fig. 2(a). Sensors on

both sides are used as sources and receivers, respectively. The
background velocity Vout ¼ 4500 m�s�1 is set as the initial model,
and the tomography results of SPM, DSPM, and FSM are shown
in Figs. 5(a)–(d). SPM shows undesirable imaging results in the lab-
oratory experiments. This is due to the more complex cavity struc-
ture in the laboratory experiments in comparison with the
numerical experiments, which increases the difficulty of the
tomography; moreover, the result is affected by the uniform veloc-
ity distribution and outliers in the imaging process. Artifacts
appear around the sources, receivers, and boundary regions in
the SPM tomography result. Thus, it is difficult to effectively iden-
tify the distribution of low-velocity abnormal regions in SPM. The
results from DSPM and FSM are less impacted by error factors in
Fig. 5. (a–d) Imaging and ray-tracing results of (a) the initial model, (b) SPM, (c) DSPM,
initial model, (f) SPM, (g) DSPM, and (h) FSM.
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the laboratory experiments. There are fewer artifacts around the
sources and receivers and more obvious diffraction phenomena
than in SPM. An accuracy comparison of the initial model and
the methods for identifying abnormal cavity regions is provided
in Figs. 5(e)–(h). The imaging result from SPM is undesirable, and
the surrounding artifacts significantly affect the identification.
The identification abilities of DSPM and FSM are relatively similar.
FSM has a better distribution in the middle low-velocity abnormal
region than DSPM. The identification of the low-velocity region
from DSPM and FSM matches the actual distribution of the abnor-
mal region. The IR values of SPM, DSPM, and FSM are 65:83%,
74:59%, and 72:86%, respectively. The IR value of SPM is affected
by artifacts outside of the actual cavity regions in the tomography
results. There is little difference between the IR values of DSPM and
FSM.

The results show a low-velocity band between two left abnor-
mal cavity regions and extended low-velocity zones around other
abnormal cavity regions. This may be caused by improper opera-
tion in the drilling process. Although the internal damage cannot
be seen from the visible break on the surface of the rock sample,
it affects the velocity structure, as shown in tomography results.
The low-velocity artifacts near the boundaries may be due to insuf-
ficient ray coverage and the stability of the forward modeling
and (d) FSM. (e–h) Comparison of the abnormal region distribution between (e) the
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method. The inversion of the wave velocity field is an underdeter-
mination problem, which may induce artifacts when there is insuf-
ficient information or errors in the inversion process.

The tomography laboratory experiments are affected by error
factors, including arrival errors, uniform background velocity, and
sensor–media coupling. These error factors increased the applica-
tion difficulty of the early identification of abnormal regions.
SPM is severely affected, and the inversed result is undesirable
compared with those of the other methods. The identification abil-
ities of DSPM and FSM are similar, with DSPM exhibiting a better
performance in terms of computation efficiency.
Fig. 6. Imaging results in 3D tomography laboratory experiments. (a) Initial model, (b
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3.2.2. 3D tomography laboratory experiments
The configuration of the sensors is shown in Fig. 2(b). Sensors are

used as the receivers, while lead breaking points are used as the
sources. Horizontal and vertical slices of the SPM, DSPM, and FSM
tomography results are shown in Fig. 6. The low-velocity regions dif-
fer significantly from the background velocity and correspond to the
location of cavities. However, 3D tomography experiments have a
higher demand for signal quantity and are more vulnerable to error
factors than 2D tomography experiments. This aggravates the diffi-
culty of detecting 3D abnormal regions and induces artifacts in
regions that the ray path cannot cover. A large low-velocity area
) SPM, (c) DSPM, and (d) FSM: (i) are horizontal slices and (ii) are vertical slices.
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appears on the top horizontal slice of the velocity field, and the
actual distribution of cavities cannot be identified accurately in
SPM. The tomography results of DSPM and FSM have few artifacts,
while only the shallow horizontal slices at the top can be updated.

The increasing number of 3D grids demands more effective sig-
nals than 2D grids. However, the rays from broken leads cannot
fully cover the cavities, so it is difficult to identify cavities
effectively under a limited signal. Moreover, it is because the ray
path changes in the 3D structure are more complex, increasing
the difficulty of the tomography process. Due to insufficient cover-
age of abnormal regions, the low-velocity band fuzzes the area
between each abnormal region. In addition, the concentrated
low-velocity regions between holes in the middle and on the left
sides may be caused by internal damage to the rock caused by
an improper drilling process. The IRs of these methods are all about
0.32, subject to limited signal quantity.

Compared with 2D tomography laboratory experiments, 3D
tomography experiments can provide a more comprehensive per-
spective for analyzing the velocity field. However, due to the more
complex ray-tracing paths, the requirements for signals for 3D
tomography are more stringent.
3.3. Field experiments

To verify the feasibility of the proposed method in engineering,
the proposed method was applied in the Shaanxi Zhen’ao mine. As
shown in Fig. 7, the installed microseismic monitoring system is
distributed from level 795 to level 860, and is composed of 26
single-component sensors. The signals date used for tomography
are multi-source acoustic events from April 1 to 4 in 2022. The tar-
get regions can be divided into two parts: The first part includes
level 795-1 and level 795-2-810 (level A), and the second includes
level 795-4-842 and level 860-1 (level B). The size of the estab-
lished model is approximately 300 m � 520 m � 200 m, according
to the blast location results and the sensor distribution. Based on a
comparison of the tomography performance from the numerical
and laboratory experiments, DSPM and FSM are applied in the field
Fig. 7. The underground roadway distribution and the micro
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experiments. The double-difference method is used in the inver-
sion part in order to eliminate the error impact of the occurrence.

The initial models of levels A and B shown in Figs. 8(a) and (b)
are both set as 4500 m�s�1, corresponding to the velocity of the
rock-mass. The imaging results from DSPM and FSM are demon-
strated in Figs. 8(c)–(f), where the low-velocity regions correspond
to the underground roadway distribution. The results demonstrate
that the proposed method can differentiate the underground road-
way from the rock-mass, which is equivalent to abnormal region
detection during excavation. The imaging results have high-
velocity abnormal regions, which are mainly distributed near the
sensors and blasting points. On the one hand, these high-velocity
regions might be caused by the large velocity disturbance raised
by massive rays. The velocity near sensors and blasting points
tends to change significantly. On the other hand, the high-
velocity regions in the excavation face might be due to deforma-
tion and velocity variation caused by stress change. The imaging
results from DSPM and FSM show little difference from the results
of the field experiments.

Although field experiments are affected by the complex rock-
mass structure and error factors, the proposed methods still realize
the reconstruction of the underground roadway from within the
rock-mass. If more diverse data and a more realistic initial model
are provided, the inversed results can be further improved.
4. Conclusion

This paper proposes a traveltime tomography method to iden-
tify buried abnormal regions in complex rock-mass structures.
The proposed method obtains arrivals in computational regions
by means of forward modeling, including SPM, DSPM, and FSM.
Next, residuals between observation and calculation arrivals are
iteratively optimized with DLSQR–GF, which overcomes the limita-
tion of velocity difference in empty-region detection and mitigates
the impact from isolated velocity mutation during the optimiza-
tion. Various numerical and laboratory experiments have been car-
ried out to quantitatively evaluate the identification accuracy and
seismic monitoring system in the Shaanxi Zhen’ao mine.



Fig. 8. Horizontal slices of the initial model at (a) level A and (b) level B; horizontal slices of imaging results from DSPM at (c) level A and (d) level B; horizontal slices of
imaging results from FSM at (e) level A and (f) level B.
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computational efficiency of forward modeling methods with
DLSQR-GF. The reliability and effectiveness of the proposed
method with DSPM and FSM are demonstrated by IR and CR results
on the detected area with complex abnormal regions. Field experi-
ments were conducted in the Shaanxi Zhen’ao mine to verify the
feasibility of the proposed method. The results show that this
method can realize the reconstruction of an underground roadway
and high-stress regions in the rock-mass. It not only utilizes char-
acteristics of classified events from active blasting, drilling, and
other mining activities, but also combines wide distribution of pas-
sive events induced by geo-stress changes. The proposed velocity
structure imaging method using multi-source acoustic events
ensures the huge and diverse data requirements for the high-
precision mine structure identification. Therefore, the proposed
method meets the requirements of accuracy and efficiency in the
early identification of abnormal regions.

The distribution of sensors and sources affectes the accuracy of
abnormal region detection in the experiments. The use of passive
sources would be more reliable and effective for 3D abnormal
region identification. In addition, the identification results can be
further improved with a more reasonable sensor layout and initial
model. The proposed method provides a theoretical foundation
and technical support for application in detecting material hetero-
geneity and potential abnormal areas in underground geotechnical
engineering, such as tunneling, mining, and so on.
Acknowledgments

We are grateful for the financial support from National Key
Research and Development Program of China (2021YFC2900500)
199
and Funds for International Cooperation and Exchange of the
National Natural Science Foundation of China (52161135301).
Compliance with ethics guidelines

Longjun Dong, Zhongwei Pei, Xin Xie, Yihan Zhang, and
Xianhang Yan declare that they have no conflict of interest or
financial conflicts to disclose.
References

[1] Li P, Cai M. Challenges and new insights for exploitation of deep underground
metal mineral resources. Trans Nonferrous Met Soc China 2021;31
(11):3478–505.

[2] Ranjith PG, Zhao J, Ju M, De Silva RVS, Rathnaweera TD, Bandara AKMS.
Opportunities and challenges in deep mining: a brief review. Engineering
2017;3(4):546–51.

[3] Ma J, Dong L, Zhao G, Li X. Discrimination of seismic sources in an underground
mine using full waveform inversion. Int J Rock Mech Min Sci
2018;106:213–22.

[4] Ma J, Dong L, Zhao G, Li X. Qualitative method and case study for ground
vibration of tunnels induced by fault-slip in underground mine. Rock Mech
Rock Eng 2019;52(6):1887–901.

[5] Małkowski P, Niedbalski Z. A comprehensive geomechanical method for the
assessment of rockburst hazards in underground mining. Int J Min Sci Technol
2020;30(3):345–55.

[6] Sousa LR, Miranda T, Sousa RL, Tinoco J. The use of data mining techniques in
rockburst risk assessment. Engineering 2017;3(4):552–8.

[7] Jing H, Wu J, Yin Q, Wang K. Deformation and failure characteristics of
anchorage structure of surrounding rock in deep roadway. Int J Min Sci Technol
2020;30(5):593–604.

[8] Wang X, Xu Z, Sun Y, Zheng J, Zhang C, Duan Z. Construction of multi-factor
identification model for real-time monitoring and early warning of mine water
inrush. Int J Min Sci Technol 2021;31(5):853–66.

http://refhub.elsevier.com/S2095-8099(22)00486-6/h0005
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0005
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0005
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0010
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0010
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0010
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0015
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0015
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0015
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0020
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0020
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0020
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0025
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0025
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0025
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0030
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0030
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0035
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0035
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0035
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0040
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0040
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0040


L. Dong, Z. Pei, X. Xie et al. Engineering 22 (2023) 191–200
[9] Ghorbani M, Shahriar K, Sharifzadeh M, Masoudi R. A critical review on the
developments of rock support systems in high stress ground conditions. Int J
Min Sci Technol 2020;30(5):555–72.

[10] Fan X, Luo N, Liang H, Sun X, Zhai C, Xie L. Dynamic breakage characteristics of
shale with different bedding angles under the different ambient temperatures.
Rock Mech Rock Eng 2021;54(6):3245–61.

[11] ZhuWC,Wei J, Zhao J, Niu LL. 2D numerical simulation on excavation damaged
zone induced by dynamic stress redistribution. Tunn Undergr Space Technol
2014;43:315–26.

[12] Yang JH, Yao C, Jiang QH, Lu WB, Jiang SH. 2D numerical analysis of rock
damage induced by dynamic in-situ stress redistribution and blast loading in
underground blasting excavation. Tunn Undergr Space Technol
2017;70:221–32.

[13] Cong Y, Zhai C, Sun Y, Xu J, Tang W, Zheng Y. Visualized study on the
mechanism of temperature effect on coal during liquid nitrogen cold shock.
Appl Therm Eng 2021;194:116988.

[14] Yang W, Lin B, Yan Q, Zhai C. Stress redistribution of longwall mining stope
and gas control of multi-layer coal seams. Int J Rock Mech Min Sci
2014;72:8–15.

[15] Lei XL, Kusunose K, Nishizawa O, Cho A, Satoh T. On the spatio–temporal
distribution of acoustic emissions in two granitic rocks under triaxial
compression: the role of pre-existing cracks. Geophys Res Lett 2000;27
(13):1997–2000.

[16] Dong L, Tao Q, Hu Q. Influence of temperature on acoustic emission source
location accuracy in underground structure. T Nonferr Metal Soc 2021;31
(8):2468–78.

[17] Dong L, Chen Y, Sun D, Zhang Y. Implications for rock instability precursors and
principal stress direction from rock acoustic experiments. Int J Min Sci Technol
2021;31(5):789–98.

[18] Cao W, Durucan S, Cai Wu, Shi JQ, Korre A. A physics-based probabilistic
forecasting methodology for hazardous microseismicity associated with
longwall coal mining. Int J Coal Geol 2020;232:103627.

[19] Dong L, Sun D, Han G, Li X, Hu Q, Shu L. Velocity-free localization of
autonomous driverless vehicles in underground intelligent mines. IEEE Trans
Veh Technol 2020;69(9):9292–303.

[20] Li S, Liu B, Xu X, Nie L, Liu Z, Song J, et al. An overview of ahead geological
prospecting in tunneling. Tunn Undergr Space Technol 2017;63:69–94.

[21] Liu B, Chen L, Li S, Song J, Xu X, Li M, et al. Three-dimensional seismic ahead-
prospecting method and application in TBM tunneling. J Geotech Geoenviron
Eng 2017;143(12):04017090.

[22] Aki K, Lee WHK. Determination of three-dimensional velocity anomalies under
a seismic array using first P arrival times from local earthquakes: 1. a
homogeneous initial model. J Geophys Res 1976;81(23):4381–99.

[23] Aki K, Christoffersson A, Husebye ES. Determination of the three-
dimensional seismic structure of the lithosphere. J Geophys Res 1977;82
(2):277–96.

[24] Julian BR, Gubbins D. Three-dimensional seismic ray tracing. J Geophys
1977;43:95–113.

[25] Kim W, Hahm IK, Ahn SJ, Lim DH. Determining hypocentral parameters for
local earthquakes in 1-D using a genetic algorithm. Geophys J Int 2006;166
(2):590–600.

[26] Browning M, McMechan G, Ferguson J. Application of Sobolev gradient
techniques to two-point ray tracing. Geophysics 2013;78(3):T59–66.

[27] Nakanishi I, Yamaguchi K. A numerical experiment on nonlinear image
reconstruction from first-arrival times for two-dimensional island arc
structure. J Phys Earth 1986;34(2):195–201.
200
[28] Nasr M, Giroux B, Dupuis JC. A hybrid approach to compute seismic travel
times in three-dimensional tetrahedral meshes. Geophys Prospect 2020;68
(4):1291–313.

[29] Dong L, Tong X, Hu Q, Tao Q. Empty region identification method and
experimental verification for the two-dimensional complex structure. Int J
Rock Mech Min Sci 2021;147:104885.

[30] Dong L, Hu Q, Tong X, Liu Y. Velocity-free MS/AE source location method for
three-dimensional hole-containing structures. Engineering 2020;6(7):827–34.

[31] Sethian JA. A fast marching level set method for monotonically advancing
fronts. Proc Natl Acad Sci USA 1996;93(4):1591–5.

[32] Sethian JA, Popovici AM. 3-D traveltime computation using the fast marching
method. Geophysics 1999;64(2):516–23.

[33] Rawlinson N, Sambridge M. Multiple reflection and transmission phases in
complex layered media using a multistage fast marching method. Geophysics
2004;69(5):1338–50.

[34] Dong L, Tong X, Ma J. Quantitative investigation of tomographic effects
in abnormal regions of complex structures. Engineering 2021;7(7):
1011–22.

[35] Jiang R, Dai F, Liu Y, Li A. Fast marching method for microseismic source
location in cavern-containing rockmass: performance analysis and
engineering application. Engineering 2021;7(7):1023–34.

[36] Brantut N. Time-resolved tomography using acoustic emissions in the
laboratory, and application to sandstone compaction. Geophys J Int
2018;213(3):2177–92.

[37] Zhao H. A fast sweeping method for Eikonal equations. Math Comput 2004;74
(250):603–27.

[38] Leung S, Qian J. An adjoint state method for three-dimensional transmission
traveltime tomography using first-arrivals. Commun Math Sci 2006;4
(1):249–66.

[39] Zhang Q, Ma X, Nie Y. An iterative fast sweeping method for the eikonal
equation in 2D anisotropic media on unstructured triangular meshes.
Geophysics 2021;86(3):U49–61.

[40] Dong X, Yang D, Niu F, Liu S, Tong P. Adjoint traveltime tomography unravels a
scenario of horizontal mantle flow beneath the north China craton. Sci Rep
2021;11(1):12523.

[41] Obayashi M, Yoshimitsu J, Suetsugu D, Shiobara H, Sugioka H, Ito A, et al.
Interrelation of the stagnant slab, Ontong Java Plateau, and intraplate
volcanism as inferred from seismic tomography. Sci Rep 2021;11(1):
20966.

[42] Hua Y, Zhao D, Toyokuni G, Xu Y. Tomography of the source zone of the great
2011 Tohoku earthquake. Nat Commun 2020;11(1):1163.

[43] Dong L, Luo Q. Investigations and new insights on earthquake mechanics from
fault slip experiments. Earth Sci Rev 2022;228(932):104019.

[44] Cao W, Shi JQ, Si G, Durucan S, Korre A. Numerical modelling of
microseismicity associated with longwall coal mining. Int J Coal Geol
2018;193:30–45.

[45] Cao W, Durucan S, Cai W, Shi JQ, Korre A, Jamnikar S, et al. The role of mining
intensity and pre-existing fracture attributes on spatial, temporal and
magnitude characteristics of microseismicity in longwall coal mining. Rock
Mech Rock Eng 2020;53(9):4139–62.

[46] Dong L, Tang Z, Li X, Chen Y, Xue J. Discrimination of mining microseismic
events and blasts using convolutional neural networks and original waveform.
J Cent South Univ 2020;27(10):3078–89.

[47] Nishizawa O, Lei X. A numerical study on finding an optimum model in
velocity tomography by using the extended information criterion. Geophys
Res Lett 1995;22(10):1313–6.

http://refhub.elsevier.com/S2095-8099(22)00486-6/h0045
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0045
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0045
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0050
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0050
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0050
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0055
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0055
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0055
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0060
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0060
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0060
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0060
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0065
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0065
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0065
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0070
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0070
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0070
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0075
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0075
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0075
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0075
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0080
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0080
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0080
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0085
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0085
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0085
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0090
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0090
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0090
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0095
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0095
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0095
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0100
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0100
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0105
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0105
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0105
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0110
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0110
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0110
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0115
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0115
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0115
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0120
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0120
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0125
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0125
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0125
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0130
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0130
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0135
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0135
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0135
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0140
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0140
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0140
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0145
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0145
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0145
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0150
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0150
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0155
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0155
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0160
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0160
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0165
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0165
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0165
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0170
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0170
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0170
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0175
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0175
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0175
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0180
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0180
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0180
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0185
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0185
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0190
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0190
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0190
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0195
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0195
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0195
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0200
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0200
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0200
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0205
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0205
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0205
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0205
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0210
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0210
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0215
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0215
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0220
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0220
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0220
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0225
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0225
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0225
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0225
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0230
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0230
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0230
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0235
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0235
http://refhub.elsevier.com/S2095-8099(22)00486-6/h0235

	Early Identification of Abnormal Regions in Rock-Mass Using Traveltime Tomography
	1 Introduction
	2 Methods
	2.1 Forward modeling
	2.1.1 Shortest-path method
	2.1.2 Dynamic shortest-path method
	2.1.3 Fast sweeping method

	2.2 Inversion algorithm

	3 Experiments
	3.1 Numerical experiments
	3.2 Laboratory experiments
	3.2.1 2D tomography laboratory experiments
	3.2.2 3D tomography laboratory experiments

	3.3 Field experiments

	4 Conclusion
	ack16
	Acknowledgments
	Compliance with ethics guidelines
	References


