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Microseismic (MS) event locations are vital aspect of MS monitoring technology used to delineate the
damage zone inside the surrounding rock mass. However, complex geological conditions can impose
significantly adverse effects on the final location results. To achieve a high-accuracy location in a complex
cavern-containing structure, this study develops an MS location method using the fast marching method
(FMM) with a second-order difference approach (FMM2). Based on the established velocity model with
three-dimensional (3D) discrete grids, the realization of the MS location can be achieved by searching
the minimum residual between the theoretical and actual first arrival times. Moreover, based on the
calculation results of FMM2, the propagation paths from the MS sources to MS sensors can be obtained
using the linear interpolation approach and the Runge–Kutta method. These methods were validated
through a series of numerical experiments. In addition, our proposed method was applied to locate the
recorded blasting and MS events that occurred during the excavation period of the underground caverns
at the Houziyan hydropower station. The location results of the blasting activities show that our method
can effectively reduce the location error compared with the results based on the uniform velocity model.
Furthermore, the obtained MS location was verified through the occurrence of shotcrete fractures and
spalling, and the monitoring results of the in-situ multipoint extensometer. Our proposed method can
offer a more accurate rock fracture location and facilitate the delineation of damage zones inside the
surrounding rock mass.

� 2021 THE AUTHORS. Published by Elsevier LTD on behalf of Chinese Academy of Engineering and
Higher Education Press Limited Company. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).
1. Introduction engineering, such as mines [4–6], deep tunnels [1,3], rock slopes
Underground excavation activities can inevitably result in a
stress redistribution of the surrounding rock, incurring the genera-
tion of cracks and an elastic energy release of rocks. As an effective
real-time monitoring method, the microseismic (MS) monitoring
technique can be used to detect released stress waves by MS
sensors installed inside the rock-mass and obtain rock fracture
features based on various geophysical inversion strategies. It can
also provide an early warning of impending geo-hazards such as
rockbursts and allow certain real-time support measures to be
taken in advance to ensure the safety of a construction [1–3]. At
present, this real-time and three-dimensional (3D) monitoring
technology has been widely applied in various fields of rock
[7–9], and underground powerhouses [10–12].
The MS source location is of great importance and lays the

foundation for the application of MS monitoring technology in
engineering projects [13,14]. The interpretation of MS activities
incurred during rock engineering depends significantly on the
accuracy of the MS source location. An accurate and quick location
method can be used as a guide to precisely portray the distribution
of the fracture network in the surrounding rocks. Further inversion
based on the fracture sources reveals the deformation or failure
pattern of the surrounding rock mass, which can offer an early
warning of rock instability to reduce the casualties and damage
to the equipment. Research on MS fracture source locations has
been a subject of intense interest in the field of MS monitoring.

The determination of the velocity model plays a vital role in the
MS source location. Under the condition of a small monitoring
range and uniform lithology, a single-velocity model is usually
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adopted to locate MS events by virtue of a fast and stable realiza-
tion, which is widely applied in numerous rock engineering
projects. The earliest source location method based on mathemat-
ical calculations is the so-called Giger method, which converts the
location problem to solve linear equations based on the arrival
time of the collected MS signals [15]. Subsequently, with the rapid
development of calculation methods and techniques, some
improved approaches have been proposed and developed based
on this idea [16–18]. These classical improved location methods,
such as the relative location method and join hypocenter determi-
nation, further improve the location accuracy, as summarized in
Ref. [19]. However, this may cause significant location errors in
relatively complex geological environments.

In recent years, some methods have been proposed to meet the
needs of MS source locations in rock engineering projects affected
by complex geological environments. Dong et al. [20,21] proposed
several source location methods applied in underground mines,
including multi-step location and 3D comprehensive analytical
methods. Subsequently, Dong et al. [22] and Hu and Dong [23] pro-
posed a velocity-free MS/acoustic emission (AE) source location
method for irregular complex structures using the A* search algo-
rithm. Feng et al. [24] developed a sectional velocity model to
locate the MS fracture source and systematically studied the feasi-
bility of two location methods, significantly reducing the average
location error [25]. Castellanos and Van der Baan [26] proposed a
cross-correlation location method based on a similar waveform
in mines. Gong et al. [27] developed an anisotropic velocity model
in the MS event location of a coal mine, which can offer a more
accurate fracture location compared with the single velocity
model. In addition, some researchers have converted the MS source
location into high-dimensional optimization problems and used an
equivalent velocity model to locate MS events. This approach
inevitably introduces additional variables into the search process,
and heuristic algorithms, such as the genetic algorithm [28] and
gravitational search algorithm [29], have therefore been intro-
duced to obtain the fracture source and equivalent velocity [30].
However, there are still some challenges when an MS location task
is conducted in large-scale underground caverns. First, the existing
methods cannot accurately locate MS events in arbitrarily complex
velocity models. Second, the excavation of underground caverns,
particularly large-scale models, produces large empty areas with
irregular shapes. Simple equivalent models cannot deal with these
factors, thereby negatively affecting the final location results.

In this study, we develop a new MS source location method to
achieve MS event locations in a complex cavern-containing veloc-
ity model. A grid-based model is established in which different grid
nodes are given different P-wave velocities to reflect the complex
velocity distribution. Subsequently, a fast marching method
(FMM) with a second-order difference (FMM2) is introduced to cal-
culate the theoretical arrival time of waves radiated from fracture
sources. Based on the MS signals collected in the field, the location
realization can be achieved by searching for the optimal grid node
with the smallest residual between the theoretical and actual arri-
val times. The methodologies used in this study are introduced in
Section 2, the performance of which are analyzed based on some
numerical experiments in Section 3. Representative cases of blast-
ing and MS event locations at the Houziyan hydropower station
during an underground cavern excavation are presented to further
demonstrate the potential application of the proposed method.
Finally, the main conclusions are summarized in the last section.
2. Methods

In this section, we present the calculation of the theoretical arri-
val time using FMM2. A certain target function is employed to
1024
obtain the residual between the theoretical and actual arrival times
to achieve the MS event location. Furthermore, the linear interpo-
lation strategy and Runge–Kutta method are adopted to obtain the
ray paths between the fracture sources and MS sensors.

2.1. FMM2

For MS monitoring in underground caverns, the arrival time of
P-waves is usually employed to locate MS events. In this study,
FMM2 is adopted to calculate the theoretical first arrival time,
which is a practical grid-based technique using the finite difference
approach within the discretized domain [31,32]. This method can
effectively avoid some inherent problems existing in other ray
tracing methods based on shooting [33] or bending [34]
approaches. In an isotropic medium, the elastic wave equation of
the P-wave can be expressed as

r2/ ¼ 1
v
@2/

@t2
ð1Þ

where / is the scalar potential function, v is the P-wave velocity,
and t is time. The general solution of differential Eq. (1) can be
expressed as follows:

/ ¼ Aexp �ix T þ tð Þ½ � ð2Þ
where i is the imaginary unit, A is the amplitude function, x is the
angular frequency, and T is the first arrival time. The set of the same
T values indicates the equiphase surface of MS/seismic waves. The
value of r2/ is expressed as follows:

r2/¼r2Aexp �ix Tþ tð Þ½ �� ixrT �rAexp �ix Tþ tð Þ½ �
�ixrA �rTexp �ix Tþ tð Þ½ �� ixAr2Texp �ix Tþ tð Þ½ �
�x2ArT �rTexp �ix Tþ tð Þ½ �

ð3Þ

The second derivative of / with respect to t is as follows:

@2/

@t2
¼ �x2Aexp �ix T þ tð Þ½ � ð4Þ

Eqs. (3) and (4) were imported into Eq. (1) to obtain Eq. (5):

r2A�x2A rTj j2 � i 2xrA � rT þxAr2T
� �

¼ �Ax2

v2 ð5Þ

The left side of Eq. (5) contains the imaginary and real parts,
whereas the right side only has the real part. Thus, Eqs. (6) and
(7) can be written as follows:

2rA � rT þ Ar2T ¼ 0 ð6Þ

r2A
Ax2 � rTj j2 ¼ �1

v2 ð7Þ

Eq. (6) is the propagation equation and is used to calculate A.
Eq. (7) can be simplified as an Eikonal equation (Eq. (8)) based
on a ‘‘high-frequency approximation” (x ! 1).

k rT k ¼ 1
v ) @T

@x

� �2

þ @T
@y

� �2

þ @T
@z

� �2

¼ 1

v x; y; zð Þ2
ð8Þ

where T and v indicate the first arrival time of the MS/seismic P-
wave and the P-wave velocity, respectively, which are functions
of position (x, y, z).

At present, the Eikonal equation cannot be analytically solved,
although some numerical solution methods are available. FMM
uses Eq. (8) to obtain T by converting a differential equation into
a difference equation based on the finite difference approach. Con-
sequently, the original calculated region is converted into grids and
nodes. According to relevant geological survey data, the corre-
sponding grid nodes of the rock mass and empty areas are assigned
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corresponding P-wave velocities. Sethian and Popovici [35,36], and
Chopp [37] further introduced the entropy satisfying upwind
scheme to deal with the ‘‘gradient discontinuities” problem, which
helps the FMM accurately simulate the propagation of P-waves.
The difference form of the Eikonal equation can be written as
follows:

dTx

dx

� �2

þ dTy

dy

� �2

þ dTz

dz

� �2

¼ 1

v x; y; zð Þ2

)max D�x
l T; �Dþx

l T; 0
� �2þmax D�y

l T; �Dþy
l T; 0

� �2 ð9Þ

þmax D�z
l T; �Dþz

l T; 0
� �2 ¼ 1

v x; y; zð Þ2

where D�x
l , D�y

l , and D�z
l indicate the finite difference operator along

x, y, and z, respectively. In addition, dx, dy, and dz are the grid
spacing along x, y, and z, respectively. The integer variable l defines
the order of the upwind finite-difference operator. If (i, j, k) are
Cartesian grid variables in (x, y, z) (Fig. 1(a)), the first- and
second-order finite-difference operators along the x-axis can be
defined using Eqs. (10) and (11), respectively.

D�x
1 ¼ Ti;j;k � Ti�1;j;k

Dx

Dþx
1 ¼ Tiþ1;j;k � Ti;j;k

Dx

8>><
>>:

ð10Þ

D�x
2 ¼ 3Ti;j;k � 4Ti�1;j;k þ Ti�2;j;k

2Dx

Dþx
2 ¼ 3Ti;j;k � 4Tiþ1;j;k þ Tiþ2;j;k

2Dx

8>><
>>:

ð11Þ

Furthermore, the same difference schemes were employed
along the y- and z-axes (Fig. 1(a)). In FMM2, the operator used
depends on the availability of the second-order allowed. Second-
order schemes revert to first-order schemes if T is unavailable,
for example, near a source point or on the boundary of the region.

Eq. (9) describes the difference approach for calculating the first
arrival time in certain grid nodes. A successful implementation of
this approach requires the correct order in which the calculated
nodes are consistent with the direction of the P-wave. For FMM,
the propagation of P-waves can be achieved using a narrow-band
approach to calculate the arrival time from the upwind to down-
wind areas, the concept of which is illustrated in Fig. 1(b). All grid
nodes are labeled as either alive, close, or far. The arrival time of
Fig. 1. The realization of FMM2 calculation. (a) Scheme of second-order difference approa
technique.
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alive points is obtained and lies upwind of the narrow band. Close
points lie in the narrow band and obtain trial values of the arrival
time using Eq. (9). Far points lying downwind of the narrow band
have no calculated arrival times. The narrow band is expanded by
finding a close node with the minimum arrival time, labeling it as
alive, and converting all neighboring far points as close points.
Then, the arrival times of all close points adjacent to the new alive
points can be calculated using Eq. (9). The shape of the narrow
band can be regarded as the first arrival wavefront of the P-
wave, and the above calculation process is repeated until all grid
nodes are labeled as alive.

2.2. Ray-path tracing

The FMM effectively simplifies the propagation of P-waves into
grid-based ray tracing [32]. After obtaining the first arrival time of
all nodes, the propagation path (i.e., ray path) from the source
point to any point in the calculated region can be obtained based
on the gradient of the first arrival time. If the ray path is regarded
as multiple segments consisting of straight lines, and letting
rn xn; yn; znð Þ be the location of the ray path after n steps, the next
location can be calculated as follows:

rnþ1 ¼ rn þ Dt � dx
dTx

;
dy
dTy

;
dz
dTz

� �
ð12Þ

where Dt is the time step and dx
dTx

; dy
dTy

; dz
dTz

� �
is the reciprocal of the

gradient rT ¼ dTx
dx ;

dTy
dy ;

dTz
dz

� �
at point xn; yn; znð Þ.

If xn; yn; znð Þ is located at the grid node, rT can be obtained
using the difference operator in Eq. (9); otherwise, a linear interpo-
lation strategy is adopted for the calculation of rT. As shown in
Fig. 2, the grid unit where rn xn; yn; znð Þ is located is employed
(blue), and the local Cartesian coordinate system is established
whose axis direction is the same as the global coordinate system.
The grid spacing is h in the three axis directions. In the local coor-
dinate system, the coordinates of rn xn; yn; znð Þ are Dx, Dy, and Dz.
The gradient of the arrival time of point C in Fig. 2 can be written
based on the linear interpretation approach:

rTC �rT8

rT5 �rT8
¼ Dx

h
) rTC ¼ Dx

h
rT5 �rT8ð Þ þ rT8 ð13Þ

where h is the grid spacing. Similarly, the gradient of arrival time of
B, E, F can be expressed as follows:
ch in FMM2; (b) the global implementation strategy of FMM using the narrow band



Fig. 2. The calculation of the gradient based on linear interpolation strategy.
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rTB ¼ Dx
h

rT6 �rT7ð Þ þ rT7 ð14Þ

rTE ¼ Dx
h

rT1 �rT4ð Þ þ rT4 ð15Þ

rTF ¼ Dx
h

rT2 �rT3ð Þ þ rT3 ð16Þ

Consequently, the gradient of the arrival times of O and D can be
obtained based on the same approach.

rTO ¼ Dy
h

rTB �rTCð Þ þ rTC ð17Þ

rTD ¼ Dy
h

rTF �rTEð Þ þ rTE ð18Þ

Therefore, rT can be calculated as follows:

rT ¼ rTG ¼ Dz
h rTD �rTOð Þ þrTO

¼ DxDyDz
h3

rT2 þrT4 þrT5 þrT7 �rT1 �rT3 �rT6 �rT8ð Þ
þ DxDy

h2
rT6 þrT8 �rT5 �rT7ð Þ

þ DxDz
h2

rT1 þrT8 �rT4 �rT5ð Þ
þ DyDz

h2
rT3 þrT8 �rT4 �rT7ð Þ

þ Dx
h rT5 �rT8ð Þ þ Dy

h rT7 �rT8ð Þ þ Dz
h rT4 �rT8ð Þ þ rT8

ð19Þ
To obtain a more accurate result rnþ1, the Runge–Kutta method

is employed to solve Eq. (12), which is converted into the
following:

rnþ1 ¼ rn þ Dt
6

k1 þ 2k2 þ 2k3 þ k4ð Þ ð20Þ

where k1 ¼ dx
dTx

; dy
dTy

; dz
dTz

� ����
rn
, k2 ¼ dx

dTx
; dy

dTy
; dz

dTz

� ����
rnþDt

2 k1
,

k3 ¼ dx
dTx

; dy
dTy

; dz
dTz

� ����
rnþDt

2 k2
, and k4 ¼ dx

dTx
; dy

dTy
; dz

dTz

� ����
rnþDtk3

.

2.3. Location strategy

The realization of the MS source location is achieved by search-
ing the minimum residual between the theoretical and actual first
arrival times. If the induced MS event that occurs at time t0 goes
through Dti and reaches the ith MS sensor at time ti, the residual
ni for the ith MS sensor between the theoretical and actual arrival
times should satisfy the following:
1026
ni ¼ ti � Dti � t0 ð21Þ
where ti can be obtained by picking the actual arrival time of the
collected MS signal in rock engineering projects, Dti is calculated
using FMM2 in this study, and t0 cannot be obtained using only
one MS sensor. To eliminate the negative impact of t0 on the MS
location, multiple MS sensors should be adopted, and the residual
for different sensors can be defined as follows:

ni;j ¼ ni � nj ¼ ti � Dti � t0ð Þ � tj � Dtj � t0
� �

¼ ti � Dti � tj � Dtj
� � ¼ ti � tj � Dti � Dtj

� � ð22Þ

where ni and nj are the residuals for the ith and jth MS sensors,
respectively. Although ni;j is equal to zero under ideal conditions,
it cannot be achieved owing to various factors (e.g., P-wave pick-
ing and the calculation of Dti and Dtj). However, compared with
other points in the monitoring region, the MS source point can
result in the absolute value of ni;j reaching the minimum. There-
fore, the realization of the MS source location can be achieved by
searching the point at which the residual for different sensors
reaches the minimum. In other words, Dt from all grid nodes
in the velocity model to each MS sensor is calculated using
FMM2, and the MS source can be located by searching the min-
imum residual and the corresponding point based on the selected
actual arrival time. Herein, we take the target function f to quan-
tify the residual based on the least squares method, as shown in
Eq. (23):

f x; y; zð Þ ¼
Xn
i;j¼1

n2i;j ¼
Xn
i;j¼1

ti � tj � Dti � Dtj
� �	 
2 ð23Þ

where (x, y, z) is the coordinate of any grid node in the velocity
model. The MS source point can result in f reaching the minimum.

The complete location process is summarized as follows:
Step 1: The velocity model is built and P-wave velocities are

assigned to all grid nodes.
Step 2: The theoretical arrival time is calculated from all grid

nodes to each MS sensor using FMM2.
Step 3: The value of the target function f is calculated based on

the actual arrival time in practice.
Step 4: The first fewminimum values of f and the corresponding

points are searched. The average coordinates were regarded as the
MS source location. In this study, we take the first ten minima and
their corresponding nodes.

Step 5: The ray paths from the MS source to each MS sensor are
obtained using the method described in Section 2.2.

3. Numerical experiments

In this section, various numerical experiments conducted to
demonstrate the performance of FMM2 and the ray-path tracing
method are described. Furthermore, a numerical location experi-
ment was applied to verify the rationality of the proposed method.

3.1. FMM2

In this section, a comparative experiment using FMM with
first- and second-order differences (FMM1 and FMM2) conducted
to show their calculation performance on the first arrival time is
described. The size of velocity model used is
100 m � 100 m � 100 m (length � width � height) with a grid
spacing of 1 m. The source point is located at (0, 0, 0), and the
P-wave velocities of all grid nodes were taken as 4000 m�s�1. The
analytic solution is the result of the distance between two nodes
divided by the P-wave velocity, and the numerical solution can
be obtained using FMM1 and FMM2. In addition, nti is used to
quantify the calculation errors, which are defined in Eq. (24).



Fig. 3. The calculation results of FMM1 and FMM2 in the 100 m � 100 m � 100 m uniform velocity model. (a) The results of analytical solution; (b) the results of FMM1;
(c) the results of FMM2.

Fig. 4. The boxplots of the obtained errors using FMM1 and FMM2. The number of
outlier of FMM1 and FMM2 are 9247 and 2701, respectively. Q1: the lower quartile
point; Q3: the upper quartile point; IQR: Q3�Q1.

Table 1
The error results of Ri .

Number of MS sensors Location R (%)

1 (30, 180, 200) 0.81
2 (20, 30, 200) 0.85
3 (130, 15, 200) 0.83
4 (180, 100, 200) 0.38
5 (20, 100, 200) 0.38
6 (100, 130, 200) 0.84
7 (90, 20, 200) 0.70
8 (190, 190, 200) 0.59
9 (10, 170, 200) 0.73
10 (160, 150, 200) 1.50
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nti ¼ tNi � tAij j ð24Þ
where nti is the error at the ith grid node, and tNi and tAi are the
numerical and analytical solutions at ith grid node, respectively.

The results are presented in Fig. 3. Fig. 3(a) shows the analytical
solution for the arrival time used in this velocity model. The calcu-
lation errors are presented in Figs. 3(b) and (c). Clearly, FMM2 has a
better performance and effectively reduces the calculation errors
owing to the application of the higher order difference approach.
In Fig. 4, the boxplot, which is a statistical tool, was employed to
further quantify the error distribution of the calculation results.
Compared with FMM1, FMM2 can produce smaller errors, which
are distributed over a narrow range. The median error of FMM1
(4.1 � 10�4 s) is more than four times as much as that of FMM2
(1.0 � 10�4 s), and the lower quartile error of FMM1
(3.15 � 10�4 s) is obviously larger than all errors obtained by
FMM2. Therefore, FMM2 can obtain more accurate calculation
results.

3.2. Ray-path tracing

In this section, a two-layer velocity model and a cavern-
containing velocity model are established to verify the reasonabil-
ity of the ray-path tracing method based on the calculation results
of FMM2.

The size of the two-layer velocity model with a 1 m grid spacing
is 200 m � 200 m � 200 m (length � width � height), in which the
P-wave velocities of 0–100.5 m and 101–200 m heights are 6000
and 4000 m�s�1, respectively. The source point is located at (100,
100, 0), and ten MS sensors are installed, the coordinates of which
are shown in Table 1. The ray paths between the source point and
all MS sensors are presented in Fig. 5. According to ray theory in
seismology, the Snell law should be satisfied on the interface of
the two regions, as shown in Eq. (25):

sinh1
sinh2

¼ v1

v2
ð25Þ

where h1 and h2 are the angles of incidence and refraction, respec-
tively, and v1 and v2 are the corresponding P-wave velocities in the
two regions. In this section, v1 and v2 are 6000 and 4000 m�s�1,
respectively, and thus v1=v2 ¼ 6000=4000 ¼ 1:5. Herein, Ri is used
to quantify the errors in the calculation of the ray paths, as shown
in Eq. (26):

Ri ¼ sinh1i
sinh2i

� v1

v2

����
���� ð26Þ

where Ri is the error of the ith MS sensor, and h1i and h2i are the
angles of incidence and refraction for the ith MS sensor, respec-
tively. In Table 1, the maximum value of R is less than 1.5%, and
1027
most values of R are no more than 1%, which is negligible. Thus,
the ray path calculated based on the concept described in Sec-
tion 2.2, can satisfy Snell’s law at stratification.

The cavern-containing velocity model with 200 m � 200 m �
200 m (length�width� height) is shown in Fig. 6, the grid spacing
of which is 1m. The P-wave velocity of the empty area is 340m�s�1,
and that of the rest of the model is 5000 m�s�1. The size of the
empty area is 25 m � 65 m (radius � length) and the central axis
of this cylinder goes through (50, 35, 50) and (50, 100, 50). Three
source points are located at (45, 5, 50), (45, 55, 95), and (70, 70,
20), and four MS sensors are installed at (25, 45, 65), (25, 45, 35),
(75, 45, 65), and (75, 45, 35), respectively. The ray paths obtained
are shown in Fig. 6. In the relatively far area, the rays travel along



Fig. 5. The ray paths from the source point to various MS sensors in the two-layer
velocity model.
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straight lines, as in the uniform velocity model. Near the cavity, the
rays travel close to the outside of the empty area. These results
show that a reasonable ray path can still be obtained using our pro-
posed method within the vicinity of the void region.
Fig. 6. The ray paths from three source points to four MS sensors in the void-conta
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3.3. Numerical location

A 383 m � 100 m � 121 m cavern-containing complex velocity
model with a 1 m grid spacing was established to test the proposed
location method (Fig. 7). This model was developed based on the
Marmousi model in the geophysical field. Three tunnels with
dimensions of 15 m � 100 m (radius � length) are arranged paral-
lel to the Y-axis, and their central axes go through (75, 50, 50),
(176, 50, 50), and (330, 50, 65), respectively. The calculation results
obtained using FMM1 from the source points to each MS sensor are
regarded as the actual arrival time picked from the P-waves (that
is, ti and tj in Eq. (23)). All theoretical arrival times, namely, Dti
and Dtj in Eq. (23), is calculated using FMM2. The realization of
the MS location is based on Eq. (23), and the final location results
are the average of the corresponding grid nodes of the first ten
minima (Fig. 7). Table 2 shows all location results, and their corre-
sponding errors are all less than 4 m, which indicates that the pro-
posed method can determine the MS location even in such a
complex velocity model.
4. Application in rock engineering

4.1. Engineering project description

The proposed method is applied to the Houziyan hydropower
station to locate blasting and MS events induced by excavation
ining velocity model. (a) 3D view; (b) right view; (c) front view; (d) top view.



Fig. 7. The MS location results using FMM2 in cavern-containing complex velocity model.

R. Jiang, F. Dai, Y. Liu et al. Engineering 7 (2021) 1023–1034
unloading during the construction period. The Houziyan hydro-
power station is a typical large-scale hydropower project located
on the Daduhe River, approximately 450 km southwest of Chengdu
City in Sichuan Province, China. The group of underground power-
house caverns at Houziyan hydropower mainly consists of the
main powerhouse, main transform chamber, tailrace surge cham-
ber, and busbar tunnels. The three main underground caverns,
including the main powerhouse, main transform chamber, and
tailrace surge chamber, feature high sidewalls and long spans,
which are arranged in parallel with axes of N61�W. The excavation
size of the main powerhouse is approximately 219.5 m � 29.2 m
� 68.7 m (length � width � height) whose minimum vertical
and horizontal depths are ~380 and ~250 m, respectively. The main
transformer chamber is 141.1 m in length, 18.8 m in width, and
25.2 m in height, and the tailrace surge chamber is 60 m in length,
23.5 m in width, and 73.98 m height. According to various in situ
engineering geological explorations, some structural planes,
including small faults and compression-crushed zones, pass
through the excavation area [38]. The maximum principal stress
is roughly east–west direction, and the rock mass surrounding
unground caverns is given priority over complete and hard meta-
morphic limestone [39]. A detailed introduction of the engineering
and in situ geological conditions can be found in the literature [39].
4.2. MS monitoring system configuration

To monitor the excavation-induced seismicity inside the rock
mass, a high-resolution MS monitoring system produced by the
Engineering Seismology Group (ESG), Canada, was installed in
the underground caverns (Fig. 8). The ESG MS monitoring system
mainly consists of a paladin digital signal acquisition system, a
Hyperion digital signal processing system, and multiple MS
accelerometers. The installed MS accelerometers with a frequency
Table 2
The location error in the numerical location experiment.

Source points Location results Error (m)

(125, 50, 95) (126.10, 49.3, 92.9) 2.47
(245, 50, 85) (246.30, 30.0, 200.0) 1.85
(125, 10, 35) (126.10, 13.3, 35.6) 2.34
(255, 90, 40) (254.10, 87.9, 41.6) 3.69

1029
response range of 50–5000 Hz were installed at the end of the
diamond-drilled boreholes in the sidewalls, as shown in Fig. 8.
The MS signals acquired were digitized using the Hyperion
processing system with a sampling frequency of 10000 Hz. The
coordinates of the MS sensors are (41.70, 62.00, 1706), (71.55,
62.20, 1706), (97.80, 62.30, 1706), and (128.95, 56.80, 1703.5),
respectively. The P-wave velocity was 5239 m�s�1 based on the
joint investigation of on-site blasting tests and digital sound wave
tests. The monitoring signals were exported using ESG Wavevis
software in the form of a .txt file and analyzed using Python.
Typical MS waveforms were manually identified by researchers,
and the onset time of the MS signals was automatically picked
using the Akaike information criterion (AIC) [40,41] in this study.
4.3. MS activity subjected to excavation

A large number of MS events were captured through the ESG
MS monitoring system installed in the area between the main
powerhouse and busbar tunnels during the period of 5 December
2013 to 16 January 2014. During this period, excavation activities
were carried out using a borehole-blasting method combined with
a mechanical excavation. Fig. 9 shows the areas where the excava-
tion was completed prior to the collection of MS monitoring data.
The spatial distribution of the induced MS events was mainly near
the downstream sidewall of the main powerhouse and was located
between busbar tunnels 2# and 3#. The location results were
obtained based on the uniform velocity model, which neglected
the negative influence of the empty areas (i.e., the excavated
areas). Consequently, some MS events were located inside the
empty area (Fig. 9), which may negatively affect the delineation
of the excavation-induced zones.
4.4. MS location based on FMM2

4.4.1. Establishment of cavern-containing velocity model
The cavern-containing velocity model of the underground

caverns was established, as shown in Fig. 10. First, the 3D cavern
models are built using 3D design software (e.g., Blender and
AutoCAD), and the calculated region is determined according to
engineering project progress to ensure that it contains all empty
areas. The Cartesian coordinate system is established as shown in
Fig. 10, in which the Y-axis is parallel to the axis of the central line
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Fig. 9. The location of MS events determined based on the uniform velocity model in the area between 2# and 3# busbar tunnels. (a) The spatial distribution of MS events;
(b) the top view; (c) the front view; (d) the left view.

Fig. 8. The layout of the underground caverns at Houziyan hydropower station and the construction of ESG MS monitoring system in the field.
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Fig. 10. The establishment of cavern-containing velocity model. (a) Delineate the
calculated region; (b) generate grid nodes; (c) obtain nodes in the excavation areas.
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of the caverns, and the Z-axis travels straight up. The size of the
complete calculated area is 162 m � 220 m � 86 m (Fig. 10(a))
and the region is discretized into cube grids with 1 m spacing
(Fig. 10(b)). The coordinates of all grid nodes were recorded, and
the P-wave velocity in the entire region was taken as 5239 m�s�1

based on the investigation of on-site blasting tests and digital
sound wave tests. Next, the Boolean operation is applied to obtain
the intersection between the excavation areas and the full calcula-
tion region (Fig. 10(c)). Consequently, the 3D coordinates of the
nodes in the intersection area were obtained. According to their
coordinates, the P-wave velocity of the nodes in empty areas is
changed to 340 m�s�1.
4.4.2. Blasting location tests
In this section, the use of the proposed method to locate two

recorded drill blasting activities based on monitoring the signal
data is described. The first arrival time of the P-wave of the
recorded signals was chosen using the AIC method. The location
results and errors are presented in Table 3. The location errors of
the two blasting events are reduced by approximately 9 and 3 m,
which are closer to the actual blasting location. It can be clearly
Table 3
The location results of blasting events using different velocity model.

Blasting points Cavern-containing velocity model

(17.1, 108.2, 1697) (15.30, 105.3, 1694.9)
(16.4, 74.8, 1683) (17.00, 68.5, 1680.9)
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seen that the proposed method can achieve relatively more accu-
rate location results owing to the consideration of empty areas.

4.4.3. MS location
The proposed method was used to locate the MS events induced

through excavation activities from 5 December 2013 to 16 January
2014. The spatial distribution of MS events is shown in Fig. 11. The
ray paths of one MS event are presented as an example to demon-
strate the propagation of P-waves in the cavern-containing model.
The rays travel along straight lines in the region far from the void
areas and bypass the excavated area once near the void areas.
Compared with the location results based on the uniform velocity
model (Fig. 9), no MS event is located in the interior of the empty
area, which is mainly distributed near the downstream sidewall of
the main powerhouse and the area between busbar tunnels 2# and
3#. The MS events in cluster 1 are concentrated at the downstream
toe of the main powerhouse with elevations of 1680–1690 m
(Fig. 11), which are induced through a stress concentration owing
to the excavation activities. The MS events in cluster 2 are mainly
distributed between busbar tunnels 2# and 3# with an elevation of
1698–1710m, which indicates excavation-induced fractures inside
the surrounding rock mass. The reasonability of the location results
was validated using the conventional monitoring technique
(Fig. 12) and in situ shotcrete fractures (Fig. 13). The location of
the in situ multipoint extensometer is presented in Fig. 12(a),
which is above the #2 busbar tunnel with an elevation of
1706.5 m. The absolute displacement process graph of its orifice
increases during the period from 1 January 2014 to 9 January
2014 (Fig. 12(b)), during which the number of MS events shows
an obvious upward trend. The relative displacement graph
(Fig. 12(c)) of different segments further indicates that obvious
deformation occurred in the segment of 24 m fix point, whose loca-
tion is close to cluster 2 of the MS events (Figs. 11 and 12). In addi-
tion, the shotcrete fractures and spalling at the sidewall of the 2#
busbar tunnel, as shown in Fig. 13, further highlight the relation-
ship between in situ damage and cluster 2 of MS events, which
verifies the feasibility of the proposed MS location method.
5. Conclusions

Accurate MS event locations play a vital role in MS monitoring
technology in the delineation of damaged areas in rock masses. The
complex conditions in the field adversely affect the final results of
the MS location. In this study, a new MS location method is pro-
posed to achieve the MS location in the cavern-containing complex
area based on the residual between the theoretical and actual arri-
val times of P-waves of MS signals. The FMM2 is applied to obtain
the theoretical arrival time of the P-wave by solving the Eikonal
equation using a second-order difference approach and a narrow-
band technique. Based on the arrival time obtained, the ray path
from the fracture source to the MS sensors can be solved using a
linear interpolation approach and the Runge–Kutta method. After
picking the actual arrival time of the MS signals using the AIC
method, the MS location can be achieved by searching the grid
node to allow the target function to reach the minimum.

The proposed location method was verified through numerical
experiments and applied at the Houziyan hydropower station dur-
ing the excavation of the three main caverns. The location results
Error (m) Uniform velocity model Error (m)

4.01 (15.2, 111.5, 1683.7) 13.83
6.81 (22.4, 68.8, 1684.6) 8.64



Fig. 11. The location of MS events based on the cavern-containing velocity model in the area between 2# and 3# busbar tunnels. (a) The spatial distribution of MS events;
(b) the top view; (c) the front view; (d) the left view.

Fig. 12. The measuring results of multipoint extensometerM4
CF3–8 and the number of the daily MS events. (a) The location of the multipoint extensometerM4

CF3–8; (b) orifice
displacement of M4

CF3–8 and the number of the daily MS events; (c) the relative displacement in different segments.

R. Jiang, F. Dai, Y. Liu et al. Engineering 7 (2021) 1023–1034

1032



Fig. 13. Shotcrete fractures and spalling occurred at the sidewall of 2# busbar tunnel.
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of the recorded blasting events show that our method can effec-
tively reduce the errors existing in the location using a uniform
velocity model. In addition, the location results of the
excavation-induced MS events were validated through the in situ
monitoring results of the installed multipoint extensometer and
the shotcrete fractures and spalling at the sidewall of the 2# bus-
bar tunnel. The proposed method can be used to locate MS events
in a cavern-containing complex environment and effectively
facilitate the delineation of the damaged area inside the surrounding
rock mass.
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