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Identifying workers’ construction activities or behaviors can enable managers to better monitor labor
efficiency and construction progress. However, current activity analysis methods for construction work-
ers rely solely on manual observations and recordings, which consumes considerable time and has high
labor costs. Researchers have focused on monitoring on-site construction activities of workers. However,
when multiple workers are working together, current research cannot accurately and automatically iden-
tify the construction activity. This research proposes a deep learning framework for the automated anal-
ysis of the construction activities of multiple workers. In this framework, multiple deep neural network
models are designed and used to complete worker key point extraction, worker tracking, and worker con-
struction activity analysis. The designed framework was tested at an actual construction site, and activity
recognition for multiple workers was performed, indicating the feasibility of the framework for the auto-
mated monitoring of work efficiency.
� 2023 The Authors. Published by Elsevier LTD on behalf of Chinese Academy of Engineering and Higher
Education Press Limited Company This is an open access article under the CC BY-NC-ND license (http://

creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

In the construction industry, workers are one of the most
important resources, and their actions have a direct impact on
the project’s schedule and cost. The inefficiency of construction
employees ultimately leads to low production, which wastes time
and resources. Therefore, workers must be monitored on-site, and
tracking their movements is an efficient method of gauging their
productivity. Managers in the construction industry can obtain
up-to-date information on the status of workers for reference pur-
poses and adjust their strategies accordingly.

The majority of traditional monitoring systems rely on manual
monitoring performed by on-site foremen, who oversee the status
of workers. Some workers may not perform duties efficiently when
not actively monitored, resulting in decreased productivity. This
type of monitoring has considerable limits, and many foremen
are required to monitor workers, which will raise expenses. The
reliability of the results cannot be guaranteed and is somewhat
subjective. Therefore, a system that automates the analysis of the
actions of construction workers is required to guarantee that the
workforce performs efficiently.

Researchers have developed various technologies to extract and
analyze field information automatically and have designed corre-
sponding systems to monitor construction sites. Currently, there
are two types of methods: nonvisual and visual. Nonvisual
methods include the global positioning system (GPS), inertial mea-
surement unit (IMU) system, radio-frequency identification (RFID)
system, and ultrawideband (UWB) system [1–4]. These methods
are based on electronic sensors that continuously collect construc-
tion information (e.g., speed, acceleration, and direction of an
object) to classify workers’ activities. Construction workers, how-
ever, are required to wear sensor equipment for data acquisition,
which is inconvenient. In addition, it is difficult to classify detailed
worker activities using nonvisual methods. GPS, for example, is
used to record changes in location information, but it is not capable
of recognizing fine activities.

In contrast, visual methods have no disadvantages compared to
nonvisual methods. Without direct touch, these systems can ana-
lyze the behaviors of construction workers using pictures and
video data. Currently, a considerable amount of visual data is col-
lected for monitoring construction sites [5]. Numerous studies
eering,
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have used noncontact ordinary red–green–blue (RGB) cameras or
red–blue–green–depth (RGB-D) cameras with computer algo-
rithms to identify the activities of workers [6,7]. RGB-D cameras
(such as the Microsoft Kinect camera) are sensing systems that
capture RGB images along with per-pixel depth information [8].
In addition, the depth information is used to extract the contour
map of the humans and to obtain key point data about the workers.
In related research, extracted critical point data are used to identify
unsafe worker behaviors in real time [9]. Compared to an original
image, key point data have a smaller data volume and can be pro-
cessed more quickly. However, due to the limited shooting dis-
tance of an RGB-D depth camera and the influence of light, it is
generally only suitable for indoor scenes. A site scene that is out-
doors does not include depth information or key points.

Few studies correlate activities to specific workers because the
majority of approaches only assess static video frame images and
do not establish associations between workers with front and rear
frames, thus further limiting the evaluation of the labor consump-
tion of each worker [10]. This is a disadvantage of computer vision-
based noncontact approaches, although some nonvision-based sys-
tems perform this task more effectively. In addition, the majority of
worker action identification systems rely on raw images, which are
computationally intensive and difficult to guarantee in real time
compared to methods based on key point data. In addition, con-
struction sites typically have several cameras, and the volume of
processed video data is substantial. Compared to approaches based
on key point data, the majority of existing vision-based systems
rely on the original image to complete worker action detection,
which is computationally demanding and difficult to perform in
real time.

In this paper, a new vision-based activity recognition frame-
work is introduced, where a video recorded by an ordinary camera
is used as the input to automatically obtain the behavior of each
worker. In this framework, the lightweight pose estimation net-
work is used to obtain human key point information from the
video taken by an ordinary camera. Then, a multiperson tracking
algorithm is adopted, and the boundary frame of workers is
extracted by using the key points to complete the extraction of
motion and appearance information, thus effectively tracking
workers and key points. Finally, multilayer fully connected (FC)
neural networks and stacked long short-term memory (LSTM) are
designed to classify the key point information of each worker, com-
plete action recognition, and analyze the construction efficiency.
The feasibility of the proposed framework is tested and verified
using videos collected from actual construction sites. The contribu-
tion of the article is as follows:

(1) A human body pose extraction algorithm is used to extract
worker key points from ordinary camera videos, and a neural net-
work model is combined with the algorithm to analyze the activi-
ties of workers;

(2) The impact of the combination of time and space on the
accuracy of worker activity analysis and actual site monitoring
videos are considered;

(3) Appearance and motion information is used to establish the
connection between workers in the front and back frames of the
video to complete multiplayer action recognition and efficiency
statistics.
2. Related work

This section introduces the existing nonvisual and visual con-
struction activity recognition and an analysis of related work.
2

2.1. Nonvisual system

Research work on nonvision systems is mainly based on the
Internet of Things (IoT). An IoT-based system takes a target object,
which wears electronic sensors, as the analysis object and relies on
electronic sensors to analyze the activity or working states of the
object by continuously collecting the information of sensors,
including speed, acceleration, and direction. The research on
sensor-based contact monitoring focuses on remote positioning
and tracking technology. Kelm et al. [2] designed a mobile RFID
portal to check if the workers’ personal protective equipment
meets the corresponding specifications. Pradhananga et al. [11]
further integrated the results of GPS to complete the measurement
of productivity in earthmoving operations. Montaser et al. [12]
developed a method for location identification and material track-
ing using RFID technology that can be used to obtain information
required for near-real-time decision-making. Akhavian et al. [13]
used mobile sensors (accelerometers, gyroscopes, and GPS) and
machine learning classifiers to identify earthwork equipment
activities by analyzing the activity of equipment. Cheng et al. [3]
obtained worker movement and site distribution information
through UWB and completed the identification of construction
worker activities. Zhao et al. [14] and Sanhudo et al. [15] used deep
neural network (DNN) models to recognize construction workers’
activity frommotion data captured by wearable IMU sensors. Some
research has focused on the study of human body motions that
could cause work-related musculoskeletal disorders (WMSDs) in
construction-related activities based on the measurement of
motion data from wearable wireless IMUs [16–18].

One of the main advantages of sensors is that they can effec-
tively provide the identity information of the carrier or identifica-
tion (ID) number and analyze the activities of sensors worn by
different workers [19]. However, the application of the IoT system
requires every construction worker to wear IoT sensors, and the
wearing of sensors may affect normal construction activities and
is generally disliked by construction workers [20].

2.2. Visual system

Researchers have used noncontact ordinary or depth cameras
with computer algorithms to identify worker activities. In recent
years, this research topic has drawn increasing interest. With the
emergence of depth cameras, researchers have used them to obtain
key points to complete worker activity recognition. For example, a
Kinect depth camera was used to extract the human body contour
and capture the human figure, and fast skeletonization was used to
obtain human posture descriptors. In view of the problem that con-
struction workers often suffer from various musculoskeletal dis-
eases, incorrect activities are detected using depth camera
posture acquisition [21]. Khosrowpour et al. [6] used a Microsoft
Kinect sensor to estimate the human pose and the personnel key
point information obtained to analyze the activity of workers.
Research has confirmed that pose-estimated data can be informa-
tive enough to understand and classify human actions [22], but the
current key point-based activity recognition relies on depth cam-
era extraction with high costs and limited measurement distances
[23].

In the field of ordinary camera-based intelligent surveillance,
with significant advances in computer vision technology, computer
vision and pattern recognition have shown that deep learning
methods are superior to traditional machine learning methods,
including image classification [24], object detection [25], and
action recognition tasks [26]. Fang et al. [27] and Kim et al. [28]
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detected construction workers and equipment from RGB data
based on the regional detection convolutional neural network
(CNN). Fang et al. [29] used a faster CNN based on region nomina-
tion (Faster-RCNN) to determine if wearing a hardhat is necessary.
Zhang et al. [30] presented a real-time deep learning approach for
the detection of cracks on bridge decks. The above research is
mainly based on images to accomplish the recognition of unsafe
activities or objects. The above methods only process video frames
or pictures separately, without establishing a connection between
the front and back frame objects, so the processing results between
the front and back frames exist independently, resulting in scenes
where multiple workers exist and the corresponding detection
cannot be achieved. Considering the continuous nature of activi-
ties, the researchers have based their studies on continuous video
frame data. Yang et al. [5] studied vision-based worker action
recognition using the bag-of-feature framework. Ding et al. [31]
developed a hybrid deep learning model that integrates a CNN
and LSTM [32] that automatically recognizes unsafe worker
actions. Luo et al. [10,33] used images and optical flow images to
obtain spatial and temporal information and used the temporal
segment network (TSN) [34] method to solve the problem of iden-
tifying multiple workers’ activities at a construction site through
double-flow analysis. Chen et al. [35] used a three-dimensional
(3D) CNN to precisely recognize excavator activities and classify
them into detailed types (e.g., digging, loading, and swinging).
However, in cluttered construction scenarios, there are many
objects other than workers. The above method establishes a link
between the front and back frames and combines the data from
the front and back frames for action recognition. However, when
there are many workers in the front and back frames, the above
algorithm has difficulty distinguishing each worker. The above
methods are based on double stream or 3D convolution, which is
computationally intensive, and it is difficult to guarantee real-
time performance. The drawback of deep learning approaches is
that the learned representations may not be specifically focused
on human actions because the entire areas of the video frames
are provided with the learning representations. Moreover, few
methods can automatically track workers or identify and track
new workers without requiring manual intervention [10].

Compared with ordinary cameras, a depth camera can obtain
the key point information of workers with faster information pro-
cessing speeds, and the key point information eliminates excess
data [36]. At present, there is a vision-based method to obtain
the key point information of workers [37]. Roberts et al. [38] used
the key point extraction algorithm, alphapose, for pose estimation,
and 3D convolution was used to process dual stream and key point
information. Since alphapose is a top-down estimation method, it
becomes computationally intensive when the number of workers
increases [39], and the 3D convolutional processing of dual-flow
data does not guarantee real-time performance. In addition, the
oriented fast and rotated brief (ORB) features in the extracted
bounding boxes may not be the workers’ own features, and the
algorithm switches between the background and workers to find
feature points, which makes it difficult to ensure the association
of front and back frame features to achieve tracking. The key point
extraction method has been shown to be feasible for activity recog-
nition tasks [22,40,41]. In contrast, skeleton features provide quan-
tified information about human joints and bones. Compared to RGB
flows, skeleton features can provide more compact and useful
information in dynamic situations with complicated backgrounds.

3. Proposed framework

The framework of multiple worker construction actions and
working efficiency recognition is shown in Fig. 1, which includes
four main modules: key point extraction of construction workers,
3

location extraction and tracking of workers, action recognition,
and working efficiency analysis. First, the pose estimation detector
processes all workers in the video to provide the worker key point
data. Second, the key point data are used to obtain the position
information of each worker’s current frame, and the tracking algo-
rithm based on the CNN is used to identify each individual work-
er’s location and movement trajectory. The tracking result
returns the ID number of each worker. Through the worker’s ID
number, the key point information of the detection is mapped to
different workers in time; that is, the key point information corre-
sponding to each worker is obtained continuously. Then, a neural
network model with temporal and spatial information processing
capabilities is designed to recognize the actions of workers. Finally,
the results of action recognition are summarized to calculate the
work efficiency of each worker for a period and the construction
efficiency of all workers.

3.1. Extraction of key points

The amount of key point data is a relatively small; hence, the
influence of complex backgrounds can be eliminated. The purpose
of this module is to extract key point information of the human
body from a video of an ordinary camera rather than relying on a
depth camera for key point extraction. To quickly extract key point
information of multiple workers continuously at a construction
site from video data, a lightweight posture extraction method is
proposed. The model of the improved network structure, OpenPose
[40], was used in the framework to extract key points and detect
multiple workers. The OpenPose algorithm is used to extract the
data of workers’ key points and analyze the abnormal use of hel-
mets by combining geometric relations [42].

The OpenPose model is an efficient method for multiperson
pose estimation with competitive performance on multiple public
benchmarks. The model takes an image with a size of w � h
(width � height) as the input. The model outputs two-
dimensional (2D) key points for each person after processing. In
the original OpenPose network, an image was processed by a
CNN whose first ten layers were composed of Visual Geometry
Group 19-layer network (VGG-19) [43], generating a set of feature
maps (F). To further improve the estimation speed, a lightweight
architecture was employed in this study, using MobileNetV2 [44]
as the feature extraction network instead of VGG-19. The feature
extraction network structure is shown in Fig. 2 and is composed
mainly of the bottleneck residual block (BRB) structure. This struc-
ture takes as an input a low-dimensional compressed representa-
tion that is first expanded to a high dimension and filtered with
a lightweight depthwise convolution [44]. Subsequently, features
are projected back to a low-dimensional representation with a lin-
ear convolution. The remaining structures include standard convo-
lution (SC), depthwise separable convolution (DSC) [45], and an
upsampling layer (UPS-L). A set of feature maps F are generated
by analyzing the raw image using the network.

Then, the network consists of a multistage CNN (Fig. 2) and is
divided into multiple similar stages, with each stage consisting of
two branches: one for confidence maps to obtain body part loca-
tions, shown in the orange dotted box, and another for predicting
the part affinity fields (PAFs) to encode the degree of body part-
to-part association, shown in the blue dotted box. Finally, the con-
fidence maps and PAFs are parsed by greedy algorithm inference to
output the 2D key points for all workers.

The first stage takes the feature map F as the input and gener-
ates a set of PAFs L1.

L1 ¼ u1ðFÞ ð1Þ
where u1 is the multistage CNN in the orange dotted box for infer-
ence at stage 1.



Fig. 2. Pose estimation network structure. SC: standard convolution; DSC: depthwise separable convolution; UPS-L: upsampling layer; BRB: bottleneck residual block.

Fig. 1. The framework of multiple worker construction actions and working efficiency recognition.
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At each subsequent stage, the feature map F and the predictions
of PAFs Lt � 1 from the previous stage are concatenated as input for
the multistage CNN, where t denotes the stage number and Lt

denotes the prediction vector field of PAFs at stage t, and each ele-
ment of Lt represents the direction and magnitude of a pixel
belonging to a limb.

Lt ¼ ut F; Lt�1
� �

;82 � t � TP ð2Þ

where ut is the multistage CNN in the orange dotted box for infer-
ence at stage t, and TP is the number of total PAF stages.
4

After TP iterations, starting with the most recently updated PAF
prediction, a process similar to that in the PAF stages is repeated
for the confidence map detection:

STP ¼ qt F; LTP
� �

;8t ¼ TP ð3Þ

St ¼ qt F; LTP ; St�1
� �

;8TP < t � TP þ TC ð4Þ

where qt is the multistage CNN in the blue dotted box for inference
at stage t; TC is the number of total confidence map stages; S is the



Table 1
Key point location.

Number Key point Number Key point

0 Nose 9 Left knee
1 Neck 10 Left foot
2 Left shoulder 11 Right hip
3 Left elbow 12 Right knee
4 Left wrist 13 Right foot
5 Right shoulder 14 Left eye
6 Right elbow 15 Right eye
7 Right wrist 16 Left ear
8 Left hip 17 Right ear
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confidence maps of the corresponding stage; St is the output of the
confidence map of the t-th stage, and each element of St represents
the probability of a pixel belonging to a key point; St � 1 is the out-
put of the confidence map of the (t � 1)-th stage, which has the
same shape and meaning as St; LTP denotes the prediction vector
field of PAFs at TP stage; and STP is the input of the confidence
map of the TP-th stage.

A loss function at the end of each stage is applied to keep the
network iteratively detecting PAFs in the first branch and the con-
fidence maps in the second branch. The loss function of the PAF
branch at stage ti and loss function of the confidence map branch
at stage tk are expressed by Eqs. (5) and (6), respectively:

f tL ¼
XC
c¼1

X
p

WðpÞk Ltc pð Þ�L�c pð Þ k22 ð5Þ

f tS ¼
XJ

j¼1

X
p

W pð Þk St
j pð Þ�S�

j pð Þ k2
2

ð6Þ

where C and c are both indices that represent the connections
between human body parts, C is the total number of connections,
and c is a specific connection; J and j are both indices that represent
human body parts, J is the total number of parts, and j is a specific
part; L�

c is the ground truth part affinity vector field of the c-th
degree of body part-to-part association; S�

j is the ground truth part
confidence map of the j-th body part location; and W is a binary
mask. For matrix W, when an image pixel p lacks annotation, the
element corresponding to p in W is 0. The overall loss function is:

f ¼
XTP
t¼1

f tL þ
XTPþTC

t¼TPþ1

f tS ð7Þ

In this study, the convolutions in multistage networks are
replaced by separable convolutions. By using the DSC structure
as a replacement, the pose estimation network structure is
improved, as shown at the bottom of Fig. 2. For multistage net-
works, separable convolutions are used for replacement, which
reduces the number of network calculations. If the size of the con-
volution kernel is dynamic kernel (DK) � DK, IN is the number of
input channels, and ON is the number of output channels. The
parameter quantity of SC can be formulated as SC = DK� DK� IN�
ON. The depth separable volume integral performs the same pro-
cessing operation and is formulated as DSC = DK � DK � IN +
IN � ON.

The extraction of key points is shown in Fig. 3, with Fig. 3(a)
showing the input original image and Fig. 3(b) showing the
Fig. 3. Key point extraction. (a) Original image; (b) key point information; (c) key
point composition.
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extracted key point information of workers. Each worker is com-
posed of 18 key points, as shown in Fig. 3(c). The corresponding
meaning or body part of each key point is indicated in Table 1.
3.2. Extraction and tracking of worker locations

The purpose of this module is to process the key point informa-
tion to obtain the worker’s bounding box position information and
then use the tracking algorithm to track and analyze the bounding
box and the bounding box area image to obtain worker ID num-
bers. For only one worker, the method described in Section 3.1
can be used to extract the key point information from the video.
Let P = {P0, P1, . . ., PK} represent the key points of continuous frame
number K, where Pk = {(x0, y0), (x1, y1), . . ., (x17, y17)} represents the
key points of the worker in frame k. When there are multiple work-
ers in the video, it is necessary to obtain the key point information
of all workers in each frame. The key point detection method can
extract the key point information of all workers in each frame at
the same time, but for a single worker, the data in the continuous
frame cannot be correlated. Let N be the number of detected indi-
viduals in the obtained frame, and N is different in different frames.
However, the ID numbers n corresponding to each worker in each
frame are unchanged, where the key points in the k-th frame of

worker ID = n are expressed as Pk
n ¼ x0n; y

0
n

� �
; x1n; y

1
n

� �
;

�
. . . ; x17n ; y17n

� �g. Fig. 4 is a schematic plot of the tracking results
showing the process of continuously obtaining key points of
workers.

Considering the presence of new workers, missed detection of
algorithms, disappearance in the field of vision, and continuous
movement and occlusion of workers, it is difficult to keep the value
of n per worker unchanged and integrate continuous worker frame
key point data. To solve the above problems, this study uses a mul-
titarget tracking algorithm to realize the continuous frame associ-
ation between workers and key point data. In the tracking module,
a deep simple online and real-time (SORT) tracker is applied to
associate the same workers detected in the previous step across
all the frames in the video [46]. The method is used to track the
prefabricated wall and collect information on the location and time
of the prefabricated wall from the surveillance video [47].

Let xmax and ymax represent the maximum values of the 18 key
point coordinates, xmin and ymin represent the minimum values,
and (w, h, x, y) represent the coordinates of the bounding box,
where (x, y) are the coordinates of the center point of the bounding
box, andw, h are the width and height of the bounding box, respec-
tively. The coordinates of the bounding box can be found by a sim-
ple calculation using the maximum and minimum values. Fig. 5
shows the result of using the key point information to complete
the worker’s bounding box.

A worker’s bounding box bk
n ¼ xkn; y

k
n;w

k
n;h

k
n

� �
at frame k is

extracted, where ðxkn; yknÞ is the location of the center of the ID = n

worker’s box in the k-th frame, and wk
n and hk

n are its width and



Fig. 4. Schematic plot of the tracking results.

Fig. 5. Extraction of a bounding box.
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height in pixels, respectively. In this study, the deep SORT algo-
rithm is chosen as the object tracking method, which is a real-
time tracker with competitive performance. This method defines
the tracking scenario on an eight-dimensional vector

dk ¼ ½x; y; c;h; _x; _y; _c; _h�T that contains the center position (x, y)
and height h of the bounding box, aspect ratio c = w / h, and the
respective velocities in image coordinates.

The updated trajectory is predicted using a standard Kalman fil-
ter with constant velocity motion and a linear observation model
[44]. Then, the currently detected value is matched according to
the predicted value. Based on the dk prediction of the state at frame
(k + 1), dk + 1 can be obtained.

The deep SORT algorithm uses two metrics of motion and
appearance information for effective tracking. Appearance infor-
mation (128 dimensional features) and motion information (the
tracked position predicted by the Kalman filter) are used to deter-
mine the possibility of tracking and detection of the same person.
For different scenes, the weights of the two distance-association
degrees can be adjusted. The motion-information association
speed is relatively fast and is suitable for situations where there
is no occlusion in the short term. The appearance descriptors are
6

closely associated with extracting the characteristics of workers
and storing them for comparison, which can be applied to a camera
in scenes with occlusion by workers. Through the tracking algo-
rithm, the ID numbers n and the key point information of the
detection are mapped to different workers in time.

3.3. Action recognition

The above two modules convert the video information taken by
an ordinary camera into a sequence of key points corresponding to
each worker in consecutive frames, representing the construction
action information of different workers. This study selected a mul-
tilayer FC neural network to process spatial features such as rela-
tive distance and angles between the various key points in a
frame. A stacked LSTM network can process temporal feature vec-
tors for the extraction of key point information of continuous
frames. The scores of the last nine construction actions are pro-
vided by the Softmax function to complete the action classification
task.

The shape of the data input by the above network is
10 � 18 � 2, which denotes 18 key points having x and y coordi-
nates each, and 10 indicates ten consecutive frames of data
(Fig. 6). The design of the spatial feature extraction network mainly
relies on the four FC layers with the specific network parameters
listed in Table 2. The dropout layers of the network within each
layer are set to 0.1 to prevent overfitting. s0, s1, s2,..., s31 form the
feature s, and the feature s output by the spatial feature extraction
network is used as the input of the next stage of the network.

Through the spatial network feature of the extraction network,
the spatial features can be obtained, and the corresponding results
are input into the temporal feature extraction network. The tempo-
ral feature extraction network adopts LSTM to model the time ser-
ies and is not limited to fixed-length input or output. Therefore, it
can not only analyze single-frame feature information but also
combine consecutive frames for feature analysis, which is more
conducive to solving the problem of action classification. This
study uses a two-layer stacked LSTM network with the specific
network parameters listed in Table 2. The dimensions are denoted
as (batch size, time step, input dimension) inside the parentheses.
When the input dimension of LSTM1 is (32, 10, 32), the size of each
input to the LSTMmodel in a batch size is time step� input dimen-
sion, and the number of executions is batch size � 3 + 1 = 30. The
output sequence information of the upper LSTM layer is used as
the input information of the lower LSTM layer (Fig. 7). After the



Fig. 6. Spatial feature extraction network. s0, s1, s2,..., s31 form the feature s, and the
feature s output by the spatial feature extraction network is used as the input of the
next stage of the network.

Fig. 7. Temporal feature extraction network.

Fig. 8. Video frames of the construction scene.
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features extracted by the spatial network are processed by the
LSTM layer, they are output to a FC layer with a Softmax activation
function and nine neurons. Each of these nine outputs provides the
probability of the corresponding action in the form of cross-
entropy, and the largest probability among them is selected as
the category of the current action. The action classification net-
work has a total of seven layers, and a total of 36 169 parameters
are trained. Compared with other neural network models, the
number of calculations is small.

4. Experiment and results

In this section, the proposed framework is employed and tested
in actual situations. The lightweight posture detection network is
used to process videos and complete the production of the work-
ers’ key point action dataset. The action recognition network is
trained using the above dataset to obtain an action classification
model.

4.1. Dataset production

The surveillance video was captured by a mobile camera at
multiple construction sites with 30 frames per second and a reso-
lution of 1920 � 1280. The camera was not a fixed installation, and
it could be moved to record at different angles and observe
multiple-worker construction actions. The video contained multi-
ple workers, with the scene shown in Fig. 8.
Table 2
Parameters of the action recognition network.

Name Input size Output size Numb

FC layer 1 (32, None, 36) (32, None, 128) 128
FC layer 2 (32, None, 128) (32, None, 64) 64
FC layer 3 (32, None, 64) (32, None, 64) 64
FC layer 4 (32, None, 64) (32, None, 32) 32
LSTM1 (32, 10, 32) (32, 10, 32) 32
LSTM2 (32, 10, 32) (32, 10, 32) 32
FC layer 5 (32, None, 32) (32, None, 9) 9

The dimensions are denoted as (batch size, time step, input dimension) inside the par
hyperbolic tangent function.
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4.1.1. Production of the video dataset containing worker construction
actions

In the key point dataset, to ensure that the action classification
of each worker in each frame corresponding to the key points is
correct, it is necessary to create an action video dataset so that each
short video has only one worker and one action category.

To meet the requirements of the above video dataset, the col-
lected video needs to be cut in space and time. In space, the image
corresponding to each worker border box is cut frame by frame. In
time, the same action time frame is cut for each worker in consec-
utive video frames. Short videos with nine actions are cut, and each
video contains an action category for a worker. In this experiment,
there are nine action categories, and this number can be adjusted
according to different actual needs. The different categories are
divided into the construction states (worker states = 1) and non-
construction states (worker states = 0). The specific categories
are listed in Table 3. The ‘‘other” category represents categories
not related to construction activities.
er of neurons Number of parameters Activation function

4736 ReLU
8256 ReLU
4160 ReLU
2080 ReLU
8320 Tanh
8320 Tanh
297 Softmax

entheses in the input and output size columns. ReLU: rectified linear unit; Tanh:



Table 3
Worker action category and number of frames.

Action name Category
number

Worker
state

Number of
frames

Shouldering
materials

0 1 2160

Carrying materials 1 1 2160
Sitting-rest 2 0 2430
Standing-rest 3 0 2520
Squatting-operation 4 1 2430
Squatting-rest 5 0 2160
Standing-operation 6 1 2520
Moving 7 0 2520
Other 8 0 2400
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4.1.2. Production of the key point dataset
After creating the short video dataset, the improved pose

extraction algorithm is used to convert all short videos into key
point data. The key point information contains the specific position
information of workers in each picture. The unit of sampling is the
recorded video frame rate, and the key points in the video are
extracted frame by frame. Through data processing, a continuous
sequence of key points is obtained for each short video clip. The
action category of the short video clip is the category of the gener-
ated key point sequence. The key point sequences of the same cat-
egory are placed together to form a long sequence. During network
training, the overall dataset sequence is divided using the batch
size. The duration of each video clip is different, and the duration
of an action in the video dataset can be both long and short. There-
fore, the length of each key point sequence is not fixed, and the
length is approximately 90. Fig. 9 shows the key point dataset,
and the data are normalized. Normalized by Eq. (8), the dataset
contains 36 coordinate points and the action category number.
The locations of the body joints in the original key point dataset
Fig. 9. Key point dataset. (a) Standing-operation key points data; (b) squa

8

are the pixel locations in the video, so they are normalized with
respect to the size of the video. The raw data in this paper are nor-
malized to the length and width of the video, so xmin and ymin are
both 0, xmax is the length of video frame w, and ymax is the width of
video frame h. Since the video size is 1920 � 1080, xmax is 1920 and
ymax is 1080.

x̂i ¼ xi � xmin

xmax � xmin

ŷi ¼
yi � ymin

ymax � ymin

8>><
>>:

ð8Þ

where i is the index of the key point in the video, ranging from 0 to
17.

4.2. Training of the action recognition model

The key point dataset is used to train the action classification
network. The time step of the recurrent network in this paper is
10, each sample sequence input to the network consists of 10 con-
secutive frames of key points, and the key point data of each frame
are 36 dimensions. The total number of key points for the experi-
ment is 63 900, and the total number of samples is 63 900, where
the ratio of the training set, test set, and validation set are 8:1:1.
The sample collection for this experiment is continuous; that is,
if the key points between the key points at moment k and moment
(k + 9) are selected as one sample, the next sample consists of the
key point data between (k + 1) and (k + 10).

The action classification network training environment is
Python 3.6, the deep learning framework is Keras 2.2.0, the proces-
sor is an Intel i7 7700K, the graphics card is an Nvidia GTX 1050ti
GPU, the system is Windows 10 64 bit. The training parameters are
set as follows: batch size = 32, number of epochs = 200, and initial
learning rate = 0.0001. The Adam optimizer is used to control the
tting-rest key points data; (c) shouldering materials key points data.



Fig. 10. Training and validation results of the action recognition model. (a) Loss
curve; (b) accuracy curve.

Fig. 11. Matrix diagram of action recognition confusion.

X. Zhou, S. Li, J. Liu et al. Engineering xxx (xxxx) xxx
learning rate. When the training reaches 200 epochs (Fig. 10), the
training loss function becomes stable, and the time consumed is
690 s. Due to the relatively small number of network parameters,
the training time is very short compared with that of the original
image data. The loss curve during training is shown in Fig. 10(a),
and the training loss is stable.
4.3. Test results of the action classification model

In this study, the accuracy and confusion matrix are used as the
performance indicators. The accuracy gives the probability of a cor-
rect prediction and has been a widely used measurement method
in activity recognition. The confusion matrix can not only com-
pletely show the numbers of correct and incorrect predictions
but also completely show the specific prediction categories of the
results of the corresponding activity prediction errors. Addition-
ally, the accuracy of the prediction results for each category can
be calculated.

The accuracy can also measure the probability of a classification
network making correct predictions. It is a widely accepted evalu-
ation index used in the field of action recognition. Fig. 10(b) shows
the accuracy of training, which is approximately 89%.

The confusion matrix analyzes the accuracy of activity recogni-
tion on the test dataset, and it can be used to analyze the predic-
tions of each category in detail. The confusion matrix obtained
on the test dataset is shown in Fig. 11, and it displays the correct
prediction number for each category and the specific recognition
of other categories. The overall accuracy of the test dataset is
approximately 90%. The accuracy of squatting-operation category
9

identification and other category identification in Fig. 11 is low.
Squatting-operation is mainly misidentified as carrying materials
and squatting-rest categories. The possible reasons for this are
the similarity of the data itself and the presence of lower body
occlusion when carrying materials leading to the loss of key points
of the legs. The actions in the other category are partially recog-
nized as squatting-operation due to the large differences in their
own data, and the recognition accuracy of this category is the low-
est. The accuracy of the remaining categories is higher than 90%,
which is high recognition accuracy.
4.4. Activity identification and efficiency analysis results of the actual
scene

In this section, the effectiveness of the proposed framework is
demonstrated in real scenes, including activity recognition and
efficiency analysis. First, tracking the location of a worker is essen-
tial to correlate the key point data with the individual worker’s
number. As mentioned in Section 3.2, the deep SORT algorithm is
employed for tracking purposes, enabling the association of key
points with the respective worker’s number. Consequently, contin-
uous key point data from each worker over a period is acquired for
subsequent action recognition. As shown in Fig. 12, the movement
trajectories of several workers in two scenes were recorded, with
different colors used to mark the movement paths of each worker.
The experimental results confirm that the aforementioned tracking
method can pinpoint each worker’s location while persistently and
precisely tracing their movement trajectories throughout the
scene.

Workers may perform many kinds of actions during the con-
struction process. In this paper, a construction action is classified
as state = 1 (Table 3). For a worker, the actual construction time
(the sum of the number of frames with state = 1) can be used to
measure worker performance. The actual construction time is com-
pared to the total time (total number of frames) to determine the
construction efficiency of workers over a period. Similarly, the con-
struction progress statistics of all workers within the monitoring
range of a certain construction stage can be calculated by the num-
ber of construction workers (the number of people in state = 1 in
each frame) and the construction efficiency of all workers in each
frame. The above information can be recorded over time to analyze



Fig. 12. Worker tracking results. (a) Six workers were tracked in Scene 1; (b) three workers were tracked in Scene 2.

Fig. 13. Activity recognition results. The overall construction efficiency is marked in the frame.
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the construction efficiency of each worker and the construction
efficiency of all workers over the same period.

A section of the construction worker monitoring video is used to
test the proposed framework to solve the problems of multiworker
construction activity recognition and working efficiency analysis
statistics, as described in this section. For construction activity
recognition verification, the action categories of all workers in
the video are identified. Seven workers are in the construction
video. Fig. 13 shows an example of each worker’s activity recogni-
tion results. A specific ID number is assigned to each worker auto-
matically by the proposed framework, and the activity category of
the worker’s current frame is displayed next to each number.
Moreover, the system completes the statistics of the number of
personnel activity categories, which are used to determine the con-
struction efficiency statistics.
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Further statistics are obtained for the three-worker scene in
Fig. 14(a) to obtain detailed information on the workers’ construc-
tion efficiency. The length of this video is 20 s with 30 frames per
second, and the video is fed to the network for frame-by-frame
analysis. The vertical axis in Fig. 14(b) indicates the category of
the action and is between 0 and 8, and the horizontal axis indicates
the number of frames. The workers are assigned one of three num-
bers, and each number records the category of the worker’s action.
The broken line in the figure indicates that the key point is not
detected because the worker is obscured. Using the obtained action
information of each worker, the statistics of worker efficiency are
obtained. The statistical results of worker efficiency are shown in
Fig. 15, where green indicates that the key point of the worker
was lost, orange indicates the worker’s efficiency during this time,
and blue indicates the time when the worker did not work. Work-



Fig. 14. Worker action recognition results. (a) Testing in a three-worker scene; (b)
the distribution of action categories for each worker ID in different frames.

Fig. 15. The statistical results of worker efficiency. (a) The number of frames of
working, non-working and missing for different worker IDs; (b) the efficiency of
working for different worker IDs.
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ers ID-1 and ID-3 spent most of the time resting. From Table 3, we
can classify Action 3 and Action 5 as squatting-rest and standing-
rest, respectively. Worker ID-2 spent more time carrying materials
and squatting to perform operations, and his actual construction
efficiency is higher.

4.5. Discussion

Compared with the use of target detection for different worker
activity recognition and safety behavior detection, this study not
only considers spatial information as the key point coordinate
information but also analyzes the key point information of a con-
tinuous frame and is thus more in line with the characteristics of
continuous changes in activity over time. The method used for
activity recognition in this study can complete end-to-end training,
facilitate the later adaptation of the number of datasets or the
increase in activity categories. The key points of the human body
are identified based on a depth camera, which is susceptible to
light and is expensive. In this study, only an ordinary camera is
used to obtain the key point information from a video stream;
the depth sorting tracking algorithm is used to track each worker;
and the initial frame does not need to be manually marked with
each worker’s detection box. In the process of action recognition,
the key points cannot be recognized, which leads to the loss of
key point data. Too much lost data leads to the inability to deter-
mine the construction status of workers and affects the statistics
of each worker’s construction efficiency.

This study is still somewhat limited. First, there are various
types of actions at a construction site. This means that not all activ-
ity categories were considered, albeit a category (‘‘other” label)
unrelated to construction activities was considered. In addition,
when workers leave the camera video range for a long period,
resulting in object tracking loss, the proposed framework will
assign a new ID number for action analysis.
5. Conclusions

A deep learning-based activity analysis framework is proposed
to handle the very large amount of construction information
involving multiple workers. The framework integrates key point
extraction, tracking, activity recognition and efficiency analysis
modules. The pose estimation detector processes 2D pose informa-
tion obtained from RGB video feeds. The key point action dataset of
a construction site is also proposed to complete the training of the
activity classification network. The small amount of key point data
can represent human actions and positions. The proposed frame-
work can handle the identification of multiple worker activities
recorded in videos and the statistics of construction efficiency. By
validating the proposed procedure on construction monitoring
videos collected from actual construction sites, the proposed
framework is shown to be effective in monitoring the activities
of construction workers. The experimental results show that the
2D pose information is useful for construction worker activity
analysis and efficiency analysis.

For future studies, the focus will be on the more accurate and
elaborate identification of worker action categories with different
working types by adding tool identification. In this way, worker
action categories can be more detailed and more conducive to
the statistics of construction progress. Furthermore, cross-camera
worker tracking and activity recognition may be explored because
the scene of a construction site is usually large, and one camera has
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a limited range. The results of action recognition can also be used
for safety analysis by introducing more action categories that
include unsafe behavior, such as climbing, jumping and falling,
with timely detection. Furthermore, subsequent research can con-
sider the prediction of worker actions; predict the occurrence of
dangerous behaviors, such as fall prediction when workers lose
their balance; perform real-time analysis of video data; and con-
duct timely generation of early warnings to alert workers and
managers.
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