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With the large-scale commercial launch of fifth generation (5G) mobile network, the development of new
services and applications catering to the year 2030, along with the deep convergence of information,
communication, and data technologies (ICDT), and the lessons and experiences from 5G practice will
drive the evolution of the next generation of mobile networks. This article surveys the history and driving
forces of the evolution of the mobile network architecture and proposes a logical function architecture for
sixth generation (6G) mobile network. The proposed 6G network architecture is termed SOLIDS (related
to the following basic features: soft, on-demand fulfillment, lite, native intelligence, digital twin, and
native security), which can support self-generation, self-healing, self-evolution, and self-immunity with-
out human involvement and address the primary issues in the legacy 5G network (e.g., high cost, high

power consumption, and highly complicated operation and maintenance), significantly well.
© 2021 THE AUTHORS. Published by Elsevier LTD on behalf of Chinese Academy of Engineering and
Higher Education Press Limited Company. This is an open access article under the CC BY-NC-ND license

(http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

The fifth generation (5G) mobile communication system has
been defined by the third generation partnership project (3GPP)
to fulfill the requirements of three typical application scenarios
beyond 2020, that is, enhanced mobile broadband (eMBB), massive
machine-type communication, and ultra-reliability low-latency
communication (URLLC) [1]. It is believed that 5G will open a
new era of the Internet of Everything and become an enabler of
innovation and development in all walks of life.

The 5G system has been commercialized globally since 2019. By
the end of 2020, 129 5G networks were launched globally. Early 5G
systems aimed to satisfy the requirements of eMBB scenarios (e.g.,
cloud gaming, high-definition video, augmented reality, and virtual
reality). In its later phase, when URLLC capability has been intro-
duced, 5G will enable Industrial Internet and enterprise applications.

The commercialization of 5G will facilitate the application of
artificial intelligence (Al), cloud computing, and big data technolo-
gies. It has not only profoundly changed the lifestyle of people, but
has also accelerated the informatization and digitization of society,
which will incorporate the concepts of “digital twin and ubiquitous
intelligence” [2,3]. A new “digital twin” world will be built in
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which each physical entity has a virtual replica, as shown in
Fig. 1. A “bridge” will be established between the physical and
digital worlds, allowing seamless transmission of information
and intelligence, between human and human, human and things,
and even things and things. The digital world is the simulation
and prediction of a physical entity and accurately reflects and pre-
dicts the real state of the physical world. It is also utilized to pre-
vent the risks and disasters of the physical world by intervening
in advance with proper operations. It helps to further liberate
humans, improve their quality of life, boost production efficiency
and social governance, and achieve the vision of “building a new
world by digitalization and connecting all things by intelligence.”

The digital twin world will cultivate several new application
scenarios of mobile networks, such as synaesthesia internet, holo-
graphic interaction, digital human, intelligent interaction, super
transportation, and precise medical treatment [2,3]. All these sce-
narios demand higher network capabilities, such as higher data
rate, lower latency, preciser positioning, and deterministic quality
of service (QoS), as shown in Fig. 2, which will push the 5G mobile
network to evolve to the next generation, which is termed as sixth
generation (6G) mobile communication system.

A network architecture is the key to providing a framework for
assembling different enabler technologies to support targeted ser-
vices and applications. Therefore, the network architecture is the
corner stone for the 6G mobile system. This article discusses the
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Fig. 1. Digital twin world.

designing of a logical network architecture that can be applied to a
6G mobile system and the potential features of the 6G mobile net-
work. Before the architectural design, an analysis of the driving
forces of network evolution is essential.

The first driving force is the demand for new applications and
scenarios [4,5] toward 2030. As mentioned above, the commercial
launch of 5G has stimulated the imagination and expectations of
people for the next generation of mobile networks. On the one
hand, new services/applications and use cases will be cultivated
to demand higher network performance, such as higher data rate,
lower latency, higher reliability, and higher resolution of position-
ing, which are beyond the capabilities of 5G systems. On the other
hand, new network capabilities must be offered, such as native
intelligence and security.

In addition, the deep convergence of information, communica-
tion, and data technologies (ICDT) [6,7] sheds light on the higher
efficiency of the network architecture [8,9]. This is the second
driving force of network evolution. Considering that resources
such as computing and storage will be extended from the center
to the edge, it is necessary to enable the network to be capable of
endogenous computing as well as resource perception and con-
trol. Edge Al and distributed Al are becoming increasingly popular
nowadays [10,11], which drives us to consider such Al deploy-
ment methods in network design to support real-time Al applica-
tions. Data governance, including data security and compliance,
data analysis and application, and data security circulation tech-
nology have become trends, which should also be considered in
the network design.

The third driving force of network evolution is a consideration
of the problems and challenges faced by 5G networks. When
designing the 6G mobile network architecture, the mature tech-
nologies and valuable philosophy of 5G mobile networks should
be inherited, and the lessons from system design, commercial
deployment, and operation of the 5G networks should be imple-
mented satisfactorily in the top-level design of the 6G system.
Moreover, the problems and challenges faced by the 5G networks
should also be addressed to ensure successful and continuous 6G
development, such as the rapid growth of capital expenditure
(CAPEX) and operational expenditure (OPEX), high power
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consumption, and the difficulty of operation and maintenance
(O&M).

The rest of this article is organized as follows. Section 2 recalls the
evolution history of the architecture of mobile networks. Section 3
summarizes the driving forces of innovation in the 6G mobile net-
work architecture. In Section 4, a logical network architecture ter-
med SOLIDS with three layers and four planes is proposed. The
word “SOLIDS” is formed from the first letter of each 6G network fea-
ture, that is, soft, on-demand fulfillment, lite, native intelligence,
digital twin, and native security. These network features are elabo-
rated in Section 5. Finally, Section 6 concludes the paper.

2. History of mobile network architecture evolution
2.1. Evolution of network architecture

Mobile network architecture is constantly changing with the
development of mobile communication technologies. The third
generation (3G) mobile network adopted a three-layer architec-
ture, as shown in Fig. 3(a) [12]. In the fourth generation (4G)
mobile network era, a flat and all-internet protocol architecture
was adopted, which was simplified into two layers [13], base sta-
tions (termed as eNodeB) and evolved packet core (EPC) network.
The major elements of EPC include mobility management entity
(MME), home subscriber server (HSS), serving gateway (S-GW),
and packet data network gateway (P-GW), as shown in Fig. 3(b).
Based on this flat network architecture and the separation of the
control plane (CP) and user plane (UP), the latency of the end-to-
end data transmission was shortened significantly. In the 5G era,
the network architecture introduces information technology (IT)
to reform the core network (CN) architecture and leads to a
service-based architecture (SBA) [14], with the further separation
of the CP and UP, and the incorporation of network slicing, as
shown in Fig. 3(c).

To address the diverse service demands from the typical appli-
cation scenarios beyond 2020, 5G networks have attempted to
introduce network slicing [15] based on software-defined network
(SDN) [16] and network function virtualization (NFV) [17], which
provide a dedicated logical or virtual network with the proper



G. Liu, N. Li, J. Deng et al.

User experienced
data rate

10-100 Gbps

Peak data rate
Thbps level

Area traffic
capacity
0.1-10 Gbps

UL: 50 Mbps

100"Mbps-m-2
99.999%

1 miilion per
Reliability
> 99.99999%

Connection density
0.1-1 hundred million
devices per square kilometer

Outdoor: 10 m

Positioning accuracy
Outdoor: sub-meter level
Indoor: centimeter level

Engineering 8 (2022) 42-59

Spectrum efficiency
2 to 3 times higher than
5G

Network energy
efficiency
10 to 100 times
higher than 5G

500 km-h=t .
Mobility

> 1000 km-h'

-~

y <4 ms/0.5ms

CP latency <1 ms
UP latency < 0.1 ms

Fig. 2. Comparison of key performance indicators (KPIs) of 5G and 6G systems. DL: downlink; UL: uplink; CP: control plane; UP: user plane; Gbps: gigabits per second; Tbps:

terabits per second; Mbps: megabits per second.

function and processing capability to fulfill targeted service
requirements such as QoS, privacy, and security. Network slicing
is expected to provide elastic capacity expansion, fast function
upgrade, and on-demand deployment of network functions for
5G networks. Network slicing is desired to support the diversified
service demands from enterprise and industrial application scenar-
ios using a single network.

The separation of the central unit (CU) and distributed unit (DU)
was also introduced in the radio access network (RAN) to support
flexible deployment. On the one hand, a CU can be deployed cen-
trally to share the cost, such as on a common platform with
multi-access edge computing and/or UP function. On the other
hand, to improve the intelligence and scalability of wireless net-
works, a DU can be deployed as close as possible to users to satisfy
URLLC service requirements.

2.2. Continuous evolution of 5G systems

The early exploration of the Industrial Internet and enterprise
application scenarios proves that the 5G CN appears to be signifi-
cantly complicated when compared to the network of an over-
the-top operator, and its adaptability to diverse service require-
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ments must be further improved. The 5G CN has introduced a
heavy burden on the testing and validation of functions or network
elements owing to the openness of interfaces between them and
the decoupling of software and hardware. The integration and
maintenance of the CN has become a challenge for the traditional
mobile operators.

Conversely, the major work of network slicing is primarily done
by the CN, and considerable effort is still required for the RAN and
transport network (TN) to support end-to-end network slicing. To
automatically support the management and orchestration of net-
work slicing, further standardization of network slicing is still
ongoing in the 3GPP [18].

Moreover, 5G mobile operators are facing the challenges of high
cost and high power consumption of base stations, complicated
and difficult O&M due to the large-scale deployment and
interoperation between 5G and legacy networks (e.g., 4G and 3G).

To address the high power consumption challenge of 5G net-
works, intelligent power saving was introduced to power off the
base station by means of carrier switch off, radio front switch off,
timeslot-level switch off, and symbol level switch off. Further,
the load balance between 5G and 4G systems is designed to switch
off the 5G base station when its load is light.
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Fig. 3. Network architecture evolution. (a) 3G network architecture [12]; (b) 4G network architecture [13]; (c) 5G network architecture [14]. UE: user equipment; RNC: radio
network controller; MSC: mobile switch center; GMSC: gateway MSC; HLR: home location register; SGSN: serving general packet radio service (GPRS) support node; GGSN:
gateway GPRS support node; CS: circuit switched; PS: packet switched; PSTN: public switched telephone network; eNodeB: evolve Node B; DN: data network; PDN: packet
DN; NSSF: network slice selection function; NEF: network exposure function; NRF: network repository function; PCF: policy control function; AUSF: authentication server
function; AMF: access and mobility management function; SMF: session management function; UDM: unified data management; RAN: radio access network; DU: distributed

unit; CU: central unit; UPF: user plane function.

To address the low efficiency of O&M, Al is considered in 3GPP
and other standardization organizations [19-21]. In 3GPP service
and system aspects working group 5, in addition to extending work
on self-organizing networks from 4G to 5G, work items related to
autonomous networks have been set up and are attracting atten-
tion. Among these work items, “autonomous network level” [19]
defines network autonomy as the capability of the telecom system
to be governed by itself with minimal or no human intervention
and describes six levels of application of autonomy capabilities in
the network management workflow. The “closed loop communica-
tion service assurance” specifies the concept of open and closed
control loops, as well as use cases, requirements, and a model for
closed-loop communication service assurance. In the “intent dri-
ven management for mobile networks” [20], 3GPP has studied con-
cepts, scenarios, and solutions that are able to simplify the
management interfaces. “Management data analysis service” [21]
brings intelligence and automation to the management system
and generates value by processing and analyzing network data,
where Al and machine learning (ML) techniques may be utilized.
Several mobile operators and manufacturers also work together
to study autonomous networks, which target “zero touch” of
O&M [22]. In Ref. [23], 39 scenarios were used to identify
business-oriented and automation-related challenges faced by
operators and vertical industries, the analysis of which derives
architectural, functional, and operational requirements. The frame-
work of an autonomous network has also been defined in Ref. [23].

However, owing to the limitations of the current network archi-
tecture, the application of Al in O&M can only be implemented case
by case and the modifications are added to the network in a
“patched” manner. The network efficiency achieved by Al is far
behind expectations. A native intelligence-based network architec-
ture is required for further efficiency improvement.

To address the high costs involved in 5G network deployment,
several mobile operators and manufacturers work together to
advance the open RAN (OpenRAN) project [24], which aims to open
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the interface between different modules of the base station, and
build the base station architecture on the basis of white-box hard-
ware and open-source software.

As a pioneer of OpenRAN, Rakuten Mobile, the fourth largest
mobile network provider in Japan, aims to redefine the expecta-
tions in the mobile communication industry to provide appealing
and convenient services that respond to diverse customer require-
ments. In February 2019, Rakuten announced the first real-world,
commercially friendly, end-to-end trial in a fully virtualized
cloud-native mobile network [25]. Rakuten publicly claimed the
success of its initiative by demonstrating stable and scalable 4G
and 5G services. Rakuten claimed that its strategy yielded a 35%-
40% reduction in CAPEX and a 30% reduction in OPEX. For future
5G evolution with the cloud-native architecture, the savings are
projected to be as high as 50%.

As the next step in mobile network architecture evolution, 6G
network innovation will inherit the experience from the past jour-
ney, digest the latest progress on the convergence of ICDT, and
achieve a network architecture that supports self-generation,
self-healing, self-evolution, and self-immunity.

3. Driving forces of mobile network architecture innovation

The driving force of the 6G network architecture is primarily
based on three aspects [26]. The first one is the new requirements
brought by the new services and application scenarios, which
include higher user experienced data rates, lower CP and UP laten-
cies, higher peak data rates, higher connection density, and the
ubiquitous coverage of space, air, ground, and sea. The second is
the technology trend of the convergence of ICDT. With the signifi-
cant progress in cloud computing, big data, and Al technologies,
more efficient software and hardware solutions will promote the
development of the 6G network architecture in a more efficient
and low-cost direction. More specifically, the design of the 6G net-
work must consider new network architectures, stronger network
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functions, and the use of a general-purpose processor platform
based on commercial off-the-shelf components instead of dedi-
cated hardware. Third, the problems and challenges faced by the
legacy 4G and 5G networks must be resolved in the 6G network
architecture. For example, when compared to the 4G network, both
the cost and energy consumption of 5G networks have tripled and
the O&M of these networks has become significantly more compli-
cated, which require new thinking and should be solved in the
future design of the 6G network.

3.1. New use cases and new scenarios beyond 2030

The rapid deployment and application of 5G will certainly
facilitate the application and development of Al, cloud computing,
and big data, accelerate the digitization of the entire society, sig-
nificantly improve the operation, production, and life efficiencies,
significantly improve the quality of life, and push the entire society
toward a digital world. Every object in the physical world will
probably have a digital replica in the digital world, and these
digital replicas together constitute a digital world. The physical
and digital worlds constitute the digital twin world [2,3].
The digital twin world can predict changes in the physical world
in advance and can also intervene in advance to avoid the occur-
rence of accidents and natural disasters in the physical world. In
the digital twin world, several new application scenarios that are
closely related to mobile communication will emerge, including
synesthesia interconnection, holographic interaction, human
digital twin, intelligent interaction, and intelligent industry and
agriculture, as shown in Fig. 4 [4].

The comprehensive features of the service and application
beyond 2030 can be summarized as follows: (D The service and
application requirements will be more diverse than ever;
@ three-dimensional coverage of terrestrial, air, and sea is
demanded with consistent service continuity; @ diversified
interaction forms and contents enable more immersive user
experience; @ customized and personalized services require
on-demand end-to-end network orchestration and configuration;
® integration of communication, computing, and sensing enriches
the service types and business cases; ® security has become more
important than ever, and the services demand more efficient
security support instead of a patched manner of support.

Intelligent
industry

Intelligent
interaction

Twin body area
i network

e

Synaesthesia
internet

Intelligent
agriculture

Ubiquitous intelligence
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To fulfill these requirements, the 6G network must support on-
demand fulfillment and guarantee user-centric experience by cus-
tomizing the orchestration and parameter configuration of the
end-to-end network functions and resources.

3.2. Trend of deep convergence in ICDT

The rapid development of IT has accelerated the popularity of
the internet, and various applications have emerged consecutively.
With the emergence and rapid development of cloud computing,
this process has been accelerated. Large cloud computing compa-
nies can quickly deploy large-scale IT service capabilities for com-
puting and storage by using cheap commercial off-the-shelf
hardware. Enterprises or individuals can rent the IT service capa-
bilities of cloud computing companies according to service require-
ments, store their own data in the cloud data center, and call them
as required. The required computing power can achieve rapid
internet service deployment and application.

Driven by the continuous development of technologies,
communication technology is also developing and iterating at a
significant speed. The popularity of 4G networks and smartphones
has brought unprecedented prosperity to mobile internet services
and profoundly changed the daily lives of people. Smart phones
have become an important platform for people in their daily lives
and are used for various requirements, such as for traveling, shop-
ping, and entertainment, which produce huge volumes of data,
including location, trajectory, personal preference, entertainment,
and shopping habits. Through the collection and analysis of these
user behavior data, internet service providers can obtain user por-
traits and achieve personalized service provision to a large extent,
including accurate content push and convenient service acquisi-
tion, which promotes the rapid development of big data applica-
tion and processing technology. With the rapid rise of Internet of
Things (IoT), including the global system for mobile communica-
tions, narrow-band IoT [27], and enhanced machine-type commu-
nication [28], the objects of communication have been extended
from people to things, and the number of connected things has
exceeded the number of people. For example, there are approxi-
mately 950 million human users in China Mobile, while the num-
ber of IoT users is approximately 2 billion. A large number of
connections results in huge amounts of data, and the analysis
and application of these massive amounts of data promote the

Intelligent traffic "\m’

Precision
medicine

Depopulated
zone detection

Virtual tour

Fig. 4. Typical application scenarios beyond 2030 [4].
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informatization and digitization of society. In particular, with the
deployment and application of 5G networks, the radio transmis-
sion rate reaches gigabits per second (Gbps) or even 10 Gbps,
and the radio transmission latency can be shortened to the mil-
lisecond level, and the reliability of data transmission is also
improved from 99.999% to 99.99999%. All of these will bring the
application of mobile communication technology to every corner
of society and achieve the interconnection of all things. The digital
transformation will bring prosperity to all walks of life, accelerate
the digitization of the entire society, and achieve the goal of “5G
changing society.”

Big data has become an important strategic resource for enter-
prises and society and is the new focus of researchers and the
industry. With the popularization and application of 4G and 5G
systems, we can note that the entire mobile communication net-
work and its applications are always generating massive amounts
of data. These data will contain a significant wealth of information
of the entire society, and the rapid development of data technology
(DT) will enable the application of these data to human life and
social governance, such as smart shopping, smart transportation,
smart medical care, smart campus, and smart city.

Big data is inseparable from cloud processing [29,30], which is a
platform for generating big data. Since 2013, big data has been clo-
sely integrated with cloud computing, and it is expected that the
relationship between them will be closer in the future. In addition,
emerging computing forms such as the IoT and mobile internet will
promote a big data revolution, allowing big data marketing to exert
greater influence.

Big data is likely to be a new round of technological revolution,
similar to computers and the internet. The subsequent emerging
technologies such as data mining, ML, and Al may change many
algorithms and basic theories in the data world and achieve break-
throughs in science and technology.

With the acceleration of digitalization, every society element
will generate a large amount of data, which are obtained from indi-
viduals, companies, infrastructure, and so on. Because the owner-
ship of these data is considerably different, problems such as
data storage, data management, data sharing, data security and
privacy, and data transaction become significantly difficult to han-
dle. Therefore, relevant big data legislation is bound to appear in
the future to clarify the ownership of data and the distribution of
corresponding benefits. At the same time, big data storage and
management platforms will appear to help everyone achieve data
storage, management, and transactions.

The large-scale deployment of big data has promoted the devel-
opment of Al applications. Al is a new technological science that
studies and develops theories, methods, technologies, and applica-
tion systems for simulating, extending, and expanding human
intelligence. Al is a branch of computer science. It attempts to
understand the essence of intelligence and produces a new intelli-
gent machine that can respond in a manner similar to human intel-
ligence. Since the birth of Al, the related theory and technology
have become increasingly mature, and the application field has
continued to expand. It is conceivable that the technological prod-
ucts brought by Al in the future will be the “containers” of human
wisdom. Al can simulate the information processes of human con-
sciousness and thinking. The research fields of Al primarily include
knowledge representation, automatic reasoning and search meth-
ods, ML, knowledge acquisition, knowledge processing systems,
natural language understanding, computer vision, intelligent
robots, and automatic programming. The applications of Al primar-
ily include machine translation, intelligent control, expert systems,
robotics, language, image understanding (such as face recognition
and license plate recognition), genetic-programming-based robot
factories, automatic programming, and aerospace applications.
They profoundly affect our daily lives and work.
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In the design of 5G networks, the trend of ICDT convergence has
emerged. The design of the 5G CN fully introduces advanced IT
concepts and achieves network slicing through SDN/NFV and
SBA, which provide important support for 5G networks to
empower vertical industry applications. Conversely, 5G mobile
communication networks usually consist of millions of base sta-
tions, routers, CN elements, and other infrastructure devices as
well as billions of users. Massive amounts of data, including the
operating data of each network element, signaling data generated
during communication, event reports, and related information
about users moving in the network, are produced. If tags such as
time and location are added to these data, it will bring immeasur-
able value to the automation and intelligence of network O&M.
Therefore, based on user location information in the network, oper-
ators have begun to study network automation based on big data
and Al, such as massive multiple-input multiple-output (MIMO)
weight optimization, network anomaly analysis, and user experi-
ence analysis and optimization [31]. At the same time, 3GPP has
begun to study big data collection in radio networks [32], the
automation and intelligence of network O&M [33], and the applica-
tion of Al in radio resource scheduling [20]. Therefore, it can be
observed that in the later stage of the development of 5G stan-
dards, the application of DT will be further integrated with com-
munication technology. ICDT integration is becoming a new
trend of development, which will further reduce network O&M
costs and improve network service capabilities and user experi-
ence in 5G networks.

However, we believe that the existing 5G systems cannot per-
fectly match the deep convergence of ICDT. One example is the
network data analytics function (NWDAF). NWDAF is a data anal-
ysis network element that automatically perceives and analyzes
the network based on the network data, and participates in the
entire life cycle of network planning, construction, O&M, and net-
work optimization and operation, resulting in a network that is
easy to maintain and control, improving the efficiency of network
resources, and improving the user experience. Although the net-
work performance is efficiently improved with NWDAF, the
patched integration of Al and the 5G system exposes certain prob-
lems. The first is the data security issue and the heavy signaling
overhead caused by the reporting of mass measurements. The
other is the challenge of low latency because all the data have to
be uploaded to and processed on the central analysis unit, such
as NWDAF, which may be deployed far away from the data source.
Such issues should be considered when designing the 6G system.

For this reason, we believe that the in-depth convergence of
ICDT will surely become an important driving force for 6G network
design, and cloud native, big data, and Al will perform significantly
important roles in future network architecture design.

3.3. Problems and challenges faced by 5G network

Since 2019, 5G networks have been deployed globally on a large
scale. These 5G networks, together with cloud computing, big data,
and Al, will definitely cultivate several new services and applica-
tions, and thus promote digitization of the entire society. With
the development of 5G networks and the continuous emergence
of new services and applications, 5G networks will inevitably face
several new problems and challenges. Some of them may be solved
in the evolution of 5G networks; however, it may be difficult to
solve certain problems owing to the limitations of the 5G network
itself. These problems and challenges will become an important
motivation and source of innovation for the 6G network design.

From the perspective of 5G network characteristics and recent
developments, 5G networks will face challenges in the following
aspects.
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3.3.1. The hierarchical protocol stack

In 5G networks, the protocol of the air interface is a hierarchical
structure, including a physical layer, medium access control (MAC)
layer, radio link control (RLC) layer, and packet data convergence
protocol (PDCP) layer. All service data must be processed through
all these layers. The process of each layer introduces a specific
latency, which leads to a latency bottleneck. For example, the
typical latency for an eMBB packet to pass through the air interface
is 3 ms. During the study phase of 5G networks, certain UP modi-
fications were proposed to reduce the processing latency, such as
the following: (D allowing packet deciphering before reordering
at the PDCP layer to reduce the amount of packet processing and
latency, which simplifies the implementation; @ removing the
packet concatenation function at the RLC layer to enable more off-
line header computation by decoupling automatic repeat request
and concatenation/segmentation; @ allowing the MAC subheader
next to the MAC payload at the MAC layer to address the potential
requirement of approximately one symbol time from the uplink
grant to uplink transmission time [34-37].

All these modifications aim to reduce the latency by optimizing
the processing sequence. Although some of these changes are gain-
ful and have been endorsed in the 5G specification, these changes
are still limited to existing layering standards. If the latency of the
air interface needs to be further reduced, a straightforward method
is to break the traditional layering structure and create a shortcut
in the data processing pipeline.

3.3.2. The continuous evolving technologies

The 5G network provides services for vertical applications,
which brings diversified requirements for network capability and
deployment. To address these requirements, 5G CNs have defined
an SBA and network slicing based on SDN and NFV. The 5G system
is expected to support end-to-end slicing; however, at the begin-
ning of the standard design, the design and optimization of slicing
are considered primarily in the CN and TN. There was no dedicated
design for slicing in the RAN in the early releases of 5G networks,
and further considerations were contemplated in Release 17. Con-
versely, the standardization of network slicing involves six major
industry organizations, with their respective divisions of work
[38]. The slow progress in inter-organization collaboration restricts
the commercialization of end-to-end network slicing. Although the
early 5G specifications released by 3GPP support functions related

Network slice management domain
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to eMBB slicing, the slice management specification is not yet per-
fect. The International Telecommunication Union and Internet
Engineering Task Force have defined the specifications of TN slicing
in relation to aspects such as slice identification and management
interface but have not defined a coordination mechanism with CN
and RAN. The zero-touch network and service management of the
European Telecommunications Standards Institute has developed
an end-to-end slice management implementation framework and
solutions, which are still in the early stages of development. The
Telecommunication Management Forum (TMF) is studying the
integration of the 3GPP slice management architecture with the
existing TMF architecture but has only released the first draft.
The Global System for Mobile Communications Association defines
the application scenarios of network slicing and common slicing
templates and has released slicing parameters and technical
requirements for eight scenarios.

Commercial CN equipment that supports network slicing is
relatively mature. Owing to the technical difficulty of RAN slicing,
there are differences in the implementation by different equip-
ment manufacturers. In general, there are still several technical
challenges in the implementation of end-to-end network slicing,
which requires the coordination and connection of slices between
subdomains, and the complexity is quite high.

To completely adopt the value of network slicing in the future,
it is necessary to arrange and manage network slices reasonably in
the network slice management domain. Fig. 5 is a schematic dia-
gram of the network slice management domain, which shows the
relationship between the slice management domain and the slice
network domain. In a commercial network, in several cases, these
network slice management functions (NSMFs) do not exist inde-
pendently, but are embedded into the operation support system
(0SS) and business support system (BSS) of operators [39]. Differ-
ent operators have different specific schemes for network slice
management, which require the O&M, IT, government and enter-
prise departments, and network departments of the operators to
participate in the integration of the slice management domain with
the BSS/OSS. This will be a challenge for operators, which should be
fully considered in future network designs.

3.3.3. The rigid network architecture
3.3.3.1. Deployment analysis of 5G network. For a mobile network,
the traffic load at different base station sites is significantly diverse
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Fig. 5. Diagram of the network slice management. CSMF: communication service management function; NSMF: network slice management function; OSS: operation support
system; NFVO: NFV orchestrator; NSSMF: network slice subnet management function; BOSS: business operation support system; EMS: element management system; VNFM:
virtual network function manager; VIM: virtualized infrastructure manager; SDN-O: SDN-orchestrator; SDN-C: SDN-controller; NFVI: network functions virtualization

infrastructure.

48



G. Liu, N. Li, J. Deng et al.

owing to the mobility of the users. Typically, in China, 20% of the
sites are heavily loaded, while 80% of the sites have light loads.
However, each site is usually configured with full capacity, which
leads to a wastage in the hardware processing capability and
power consumption. Owing to the larger bandwidth and massive
MIMO configuration of each base station, the cost and power con-
sumption of a 5G new radio (NR) base station is approximately
three times that of a 4G base station, which further worsens the
situation.

A straightforward way to reduce the cost of network deploy-
ment is to dynamically configure and share the hardware and pro-
cessing capabilities among different sites. The 5G systems have
attempted to share hardware and processing capabilities. To sup-
port the flexible deployment of 5G networks, a CU and DU split
architecture for a base station was introduced. Several possible
functional split options between CUs and DUs have been proposed
and discussed, as shown in Fig. 6 [40]. During the discussion, both
architectural and specification aspects were considered, including
the number of split options to be specified and supported by an
open interface, implications of long-term evolution (LTE)/NR tight
interworking, granularity of the functional split, and reconfigura-
tion dynamicity of the functional split. It is undeniable that the
choice of how to split NR functions in the architecture depends
on certain factors related to radio network deployment scenarios,
constraints, and intended supported services. However, after
multidimensional comparative analysis, only a single higher layer
split option, that is option 2 (PDCP/RLC split), was selected.

Based on the CU-DU split architecture, the CU can be deployed
centrally and the processing capability can be shared among differ-
ent sites. However, in the actual deployment, the CU is still com-
bined with DU because the benefit of the centralized CUs is not
obvious from the network performance perspective.

In contrast, to save the rent fee of the machine room for the CU
and DU, mobile operators combine together the CUs-DUs from
several sites, which laid the foundation for sharing the capacity
and hardware processing capability among different sites, as
shown in Fig. 7. However, owing to the dedicated hardware and
software design of the CU and DU, the sharing of capacity and
hardware processing capability among different sites is not
allowed in the pool. A straightforward method to ensure the feasi-
bility of sharing is to design the CU and DU using a cloud-native
approach based on SDN and NFV, which enables the dynamic shar-
ing of the physical hardware and offers capacity on demand for
pooled sites. When the load of the pool is light, most of the hard-

Data RRC
‘% 4——— Option 1
PDCP
i +——— Option 2
RLC <+«——— Option 3
i +——— Option 4
MAC <+«——— Option 5
i +«——— Option 6
PHY <+———— Option 7
i «+«—— Option 8
RF

Fig. 6. Function split between DU and CU [40]. RRC: radio resource control; PHY:
physical; RF: radio frequency.
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ware in the pool can be shut down to save power; when the load
becomes heavy, the additional hardware is switched on to support
the demand from the corresponding sites.

3.3.3.2. Power consumption analysis of 5G networks. Power con-
sumption is a tricky problem for 5G base stations and is the biggest
burden for mobile operators. In addition to 5G CAPEX, power-
intensive OPEX is the most important factor in determining the
development of 5G systems. During the period of 2017-2020, the
power consumption of base stations was significantly reduced
under the concerted efforts of the industry; despite this, the power
consumption of 5G base stations is still approximately three times
that of 4G base stations.

Currently, the power consumption of a full-load 5G base station
may even reach up to 3800 W, while the average power of a 4G
base station is approximately 1000 W. Under a normal load, the
radio frequency unit consumes most of the power of the 5G base
station. The remaining part is consumed by the base station pro-
cessing because the large bandwidth and high data rate require
higher base station processing capacity.

The industry also proposed a variety of base station power-
saving solutions. The current solution is to automatically generate
power-saving strategies through an Al algorithm based on factors
such as base station equipment type, coverage scenario, power-
saving target, and turn-off duration. These strategies include cell
turn-off, carrier turn-off, RF channel closing, and symbol turn-off.
Each strategy has its specific application scenarios and degrees of
impact on network quality.

All these efforts on power saving should be fully considered in
the 6G network design.

3.3.4. Difficulty in O&M

As the methods of network management and maintenance are
still quite traditional, the efficiency of the current network O&M
is still considerably low. For 5G networks, several factors affect
the complexity of the O&M, such as large-scale deployment of base
stations, interoperation between 5G and 4G/3G systems, dynami-
cal spectrum sharing between 5G and 4G networks, hundreds of
parameters to configure, SDN/NFV-based CN, network slicing, and
diversified service requirements from vertical scenarios. Accidents
of network-level shutdowns in Japan and Europe were reported,
which significantly degraded the reputation of mobile operators.
Currently, operators have begun to study the use of Al and big data
to support intelligent network operations. However, because these
features have not been fully considered in the early days of 5G net-
work design, it is difficult to effectively support intelligent opera-
tion in the current 5G network. Therefore, the automation of
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O&M will be an essential direction to approach the low cost and
high efficiency of the 6G network.

All these aspects require us to innovate the 6G network design
and consider how to solve these fundamental problems to achieve
flexible and low-cost network deployment.

4. SOLIDS: Proposed 6G mobile network architecture

In response to the driving forces mentioned in Section 3, the 6G
network is expected undergo new changes in the following five
aspects to improve the network deployment and cost efficiencies:
(D The digital twin technology must be introduced in the network;
@ the collaborative management of multiparty data and resources
should be considered; @ the cloud-native-enabled and
microservice-based architecture need to be further enhanced;
@ the protocol stack requires simplification; ® further decoupling
of signaling and data is required.

Based on these considerations, we propose a functional archi-
tecture for the future 6G network, called SOLIDS. These network
features are explained in detail in the following section. The pro-
posed network architecture is composed of three layers and four
planes, as shown in Fig. 8. The three layers include the resource
layer, network function layer, and service and application layer.
The resource layer provides the underlying resources such as radio,
computation, and storage, and provides corresponding support and
services for function generation on the network function layer. The
network function layer forms a specific network function or com-
bines one or more network functions to ensure the transmission
requirements of services from the service layer. The service and
application layer provides corresponding support for the services
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and applications of the customer and achieves service
customization.

At the same time, the new data collection, Al, security, and shar-
ing and cooperation planes are introduced. The data collection
plane is responsible for the collection, cleaning, processing, and
storage of the data in the end-to-end network, and provides data
subscription and update services for other layers and planes. The
Al plane provided an Al engine. In combination with the functional
requirements of each domain in the network, the Al plane provides
the corresponding big data analysis, Al algorithms, model training
service, and simulation verification of relevant solutions. The func-
tions of the Al plane can be centralized or distributed, which can be
distributed in network elements and terminals to support real-
time Al applications or centralized in the cloud to implement com-
plex algorithms by using the mass data on the cloud. At the same
time, Al capabilities of the Al plane can be exposed, and the exter-
nal Al capabilities can be imported in the Al plane through the
sharing and cooperation plane to achieve the crowdfunding of Al
capabilities. By subscribing data from the data collection plane,
models from the Al plane, and the required resources from the
resource layer, the security plane provides native security support
for the entire network. It can even provide security as a service to
customers through the sharing and cooperation plane, as well as
expose security capabilities to external partners and achieve
crowdfunding of external security capabilities. The sharing and
cooperation plane achieves the secure sharing of data, models,
and possible network capabilities in the network, as well as their
crowdfunding and crowdsourcing.

The 5G CN has been implemented as a three-layer architecture,
including the resource, virtualization, and network function layers,
owing to the introduction of virtualization and cloudification;
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Fig. 8. SOLIDS: the 6G functional network architecture with three layers and four planes.
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however, only two planes are considered, the CP and UP. For the 5G
RAN, the hardware and software are not decoupled; consequently,
there is no definition of layers when compared to the 5G CN. For
the 6G network, end-to-end virtualization and cloudification are
required; consequently, the concept of three layers is extended
to both RAN and CN. Moreover, the data collection and Al planes
are introduced in 6G networks to enable native intelligence. It is
difficult to provide impeccable security support for networks with
the plug-in patch-based security technology; therefore, a dedicated
security plane is required.

4.1. Resource layer

With the integration trend of communication, computing, and
sensing, the computing power and storage are also important
resources that need to be focused on or managed well in addition
to the radio resources. From the perspective of network deploy-
ment, the economical use of distributed and centralized computing
power must be comprehensively considered, including the com-
puting power-sharing mechanism between the terminals and the
network.

4.2. Network function layer

The network function layer provides the most basic network
service capability. Through the effective combination of RAN, TN,
and CN functions, this layer provides guaranteed data transmission
for individual users and customized network slicing service capa-
bilities for vertical industries. Of course, the service ability effect
of the network function layer cannot be separated from the sup-
port of other layers and planes. The network function layer is
required to obtain the accurate demands of users from the service
and application layer, intelligently arrange the network functions,
and reasonably call the network resources with the help of the Al
plane, while simultaneously providing safe service assurance for
users with the security policy provided by the security plane.

4.3. Service and application layer

The responsibility of the service and application layer is to gen-
erate quantifiable requirements for diversified and unpredictable
future services and applications. As the most important reference
data, the quantified requirements may be required by every other
layer or plane. For example, it may be referenced by the resource
layer to arrange reasonable computing power or storage resources
for a specific application. On the other hand, the service and appli-
cation layer requires support from other layers or planes, for exam-
ple, the security guarantee from the security plane, user
information provision from the data collection plane, or analysis
service from the Al plane.

4.4. Data collection plane

For the data collection plane, both global and local data collec-
tion and processing are required, as shown in Fig. 9. For many
future scenarios, the user data are not expected to be uploaded
to the network. It is necessary to process and store them at local
points. Therefore, both centralized and distributed data processing
and storage are required.

4.5. Al plane

From a global perspective, both centralized Al and distributed
Al are required. As shown in Fig. 10, the centralized Al platform
performs global processing using external and internal data and
arranges intelligent capabilities according to the requirements of
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specific use cases. Then, the results are distributed to the Al plat-
form of the specific execution domain. Thus, the network will be
full of pervasive Al capabilities.

For the Al capabilities of domains such as the RAN, TN, CN
domains, and even user equipment (UE), it must be deployed as
closely as possible to provide real-time Al capability support,
including models and algorithms.

In the future, the 6G network should also be able to expose its
Al capability to users, similar to how it provides communication
capabilities today. In addition, it should be able to provide percep-
tion capabilities as a service to users. According to user requests,
the network should help in scheduling the Al algorithm and model
for execution by the terminals. Thus, the Al capability of a network
can be better used.

4.6. Security plane

A native security system consists of three elements: intelligent
strategy engine, security capability library, and intelligent security
O&M. According to the Al learning model, the intelligent strategy
engine can intelligently tune the strategies of network elements
and security devices, and then build a security capability library.
Based on the security requirements from the applications and ser-
vices, or the network security requirements from the network
functions, the security capability library precisely deploys the
security functions to achieve active and deep security defense.
The intelligent security O&M function achieves automatic security
O&M based on Al and big data.

4.7. Sharing and cooperation plane

As mentioned above, 6G systems will introduce external Al
capabilities or external data into the network to provide new ser-
vices and new capacities, or to further improve the data processing
efficiency. Moreover, the Al capabilities and analyzed data within
the network can also be exposed to third parties to provide them
with services and required support. Such crowdfunding and
crowdsourcing behaviors are performed on the sharing and coop-
eration plane. Note that in addition to the Al capabilities and data,
the security capabilities, resources, service and application require-
ments, and network functionalities must be introduced or exposed
in 6G networks. Therefore, the sharing and cooperation plane is
related to all the other layers and planes.

5. Features of SOLIDS

Based on the aforementioned 6G network architecture, SOLIDS
can support six features, including lite, soft, on-demand fulfillment,
native intelligence, digital twin, and native security, as shown in
Fig. 11.

5.1. Soft

The first feature of the 6G network is its softness. The future
network will be an end-to-end software-definable and cloud-
native network, which can help achieve rapid service deployment,
rapid iteration of functional software versions, dynamic sharing of
resources (e.g., radio spectrum, computing, and storage), and net-
work automation and intelligence. The 6G network should exhibit
its softness in the following three aspects.

The network should be user-centric at the service and applica-
tion layers. Because the network serves for users, the design of the
network must fully consider the demands of users and activate
network functions in an on-demand manner, so that the network
can “move” with the user.



G. Liu, N. Li, J. Deng et al.

Engineering 8 (2022) 42-59

External analysis

Service requirement

User requirement

/‘

Global training data
aggregation

Global data
preprocessing
Data query

/subscription Global data collection

Central data center

Capability exposure

Data
management

=

Global data
storage Data
access

authorization
Data query

/subscription

| Traffic data set | | External data set I User data set

| Perception data set

Network data set |

Data

Data

transfer

Resource layer data set

transfer

)

Global data orchestration

N

UE

Capability exposure

UE training data

aggregation UE data
storage
Data
UE data_ access
[P REEERIg Data uthorization
management
UE data
collection
‘ Traffic | ‘ External ‘ | User |
data set data set data set

Perception data set Network data set

Resource layer data set

N )

-

RAN/TN/CN

Capability exposure

Local training data

aggregation Local data
storage
Data
Local data a0cess
preprocessing Da authorization
management
Local data
collection
Traffic External User
data set data set data set

Perception data set Network data set

Resource layer data set

. y

Fig. 9. Logical deployment model of data collection plane.

At the resource layer, the network should have the ability to
schedule distributed network resources on demand. To satisfy
the requirements of data traffic and transmission latency in new
scenarios and applications, the future network will have abilities
such as computing and storing within the network, and transform-
ing from a “dumb pipe” to a real “intelligent network.” In this con-
text, computing, storage, transport, and other resources will be
ubiquitous in the network. Through the introduction of blockchain
and other new technologies, on-demand allocation and flexible
scheduling of resources among clouds, networks, and edges can
be achieved.

At the network function level, the network should be capable of
flexibly and independently expanding network element capability,
as well as rapidly iterating and evolving software functions. More
specifically, the 6G network should be an end-to-end SBA, as
shown in Fig. 12. To achieve this, the 6G system will focus on the
servitization of the RAN. When compared to the service-based
CN, which has basically been completed in 5G networks, the
service-based access network must make more changes to the net-
work architecture, such as modifying the layered protocol stack.
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5.2. On-demand fulfillment

The second feature of the proposed 6G network is on-demand
fulfillment. With the prospect of application scenarios in a digital
twin world, a mass of new services and scenarios will emerge in
the age of 6G networks, the requirements of which will vary
widely. Therefore, the 6G network must have better ability to per-
ceive the behavior, service, intention, and so on of the user, while
simultaneously being able to deploy functions, configure parame-
ters and resources based on the requirements of the user, as shown
in Fig. 13. Furthermore, the 6G network should provide dynamic
services of smaller granularity so that users can freely combine ser-
vice types and service grades based on their requirements.

To support on-demand fulfillment, a prerequisite is the real-
time perception of service and application requirements. Through
the cooperation between the service and application layer, the data
collection plane, and the Al plane, future service and application
requirements can be predicted in advance. Thus, the network can
seamlessly switch service mode and service content for users in
an on-demand manner when the user requirements change. The



G. Liu, N. Li, J. Deng et al.

Engineering 8 (2022) 42-59

Central Al super brain
pes
I Model > Model deployment
| migration | A
I Model trainin Model evaluation
[ Model 1> 2 B
split [ A
[ Model selection/optimization/compression
| |I— ————— |
ndustry/user - Warehouse ol Model Algorithm Knowledge
model warehouse management | warehouse warehouse warehouse
]

Global intelligence orchestration

— -

Orchestration indication

Warehouse update

/- UE \ /_ RAN/TN/CN \
Evaluation result Model deployment
Model deployment —
’ ‘ — Training Evaluation
PP . Selection/optimization/
Optimization 4  Evaluation Model ricsd”;t”;e”d and - compression
Model Algorithm Knowledge ‘ Model H Algorithm H Knowledge ‘
. \.ﬂ Warehouse management
warehouse

Warehouse update

N

Fig. 10. Logical deployment model of the Al plane.

On-demand fulfillment
« Customizable
« Ultimate performance

Lite network
* Plug-and-play

Soft network
+ ICDT convergence

« Easy to deploy

Native intelligence

« Fully software-defined
» Capability exposure

* Smart node
* Smart connection

°

Digital twin

Native security

* Intelligent consensus
on information

* Smart defense

* “Zero touch” maintenance

*» Auto-generation
» Self-evolving

Fig. 11. Six network features.

second prerequisite is the on-demand configuration of radio
resources. As a unified infrastructure platform, a distributed
resource layer provides radio access, computing, storage, and other
resources. In combination with the service and application require-
ments and the network and resource states as collected data, the
network can achieve on-demand resource allocation. The third pre-
requisite is the on-demand orchestration of the network functions.
In the future, these services may have more diversified and person-
alized requirements for RANs, TNs, and CNs. The network functions
combined with the data collected by the perception capability can
decompose the demand of the user into RAN, TN, and CN domains,
and each domain matches the most appropriate function combina-
tion according to its own functional capability.
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5.3. Lite

The third feature of the 6G network is the lite network. The 6G
network must consider the three-dimensional coverage of air,
space, ground, and sea. Managing homogeneous or heterogeneous
networks in a unified way to provide users with a consistent expe-
rience regardless of handover is a problem that must be considered
in the future 6G network [41].

In the traditional method, different networks are designed to
support different use cases (e.g., satellite, cellular, cable, and
underwater networks). Limited interworking is supported among
the different networks to support service continuity. However, ser-
vice continuity with guaranteed QoS cannot be supported because
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of the diverse design of different networks on the corresponding
protocol and access mechanism. When the user moves out of the
desired network, its service can be dropped or degraded.

The network architecture shown in Fig. 14 is an example of a
future network architecture in which a unified CN is designed to
simplify the network architecture. Through converged radio access
technologies (RATs) and unified access mechanisms, one CN is con-
nected to different RATSs, and seamless handover between different
RATs can be achieved.

The second meaning of the lite network is a light RAN that guar-
antees reliable mobility management and fast service access
through unified signaling and dynamic data access, ensuring the
consistency of user service experience, low access latency, and
reduced interference between cells and energy consumption of
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the radio network, as shown in Fig. 15. The future network may be
divided into two layers: One is the wide-area signaling layer,
which may work on low-frequency bands such as 700 MHz; and
the other is the data access layer, which may work on higher fre-
quency bands with high bandwidth such as 2.3 GHz, 3.5 GHz, mil-
limeter wave, terahertz frequencies, and visible light. The on-
demand on-off switching of the data access layer can significantly
reduce the number of concurrent serving base stations, which can
considerably reduce the cost and power consumption of the
network.

5.4. Native intelligence

The fourth feature of the 6G network is native intelligence. Al
technology has progressed significantly in recent years. As a tool,
it can help operators to improve the O&M efficiency of the net-
work, as well as the efficiency and capability of services. The sup-
port vector machine algorithm with different cores was used in
Ref. [42] to identify traffic hotspots and predict cell hotspots by
using key performance indicators (KPIs) of the mobile network.
Ref. [43] proposed a spatiotemporal neural network architecture
that can accurately predict the long-term mobile traffic of a region.
In a mobile edge computing system, a deep neural network and the
digital twin architecture are used to calculate the user association
scheme in real time and determine the optimal resource allocation
strategy to optimize the energy consumption of the system [44].
Ref. [45] used the density-based spatial clustering of applications
with noise algorithm and big DT to track and predict the moving
trajectory of users and mine their moving patterns.

In 5G networks, operators have been considering how to use Al
to achieve the automatic O&M of the network and attain an intel-

Smart network element
Native Al based
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Ubiquitous native Al

Super brain of cloud network
Cloud + network+ Al deep-integrated
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ligent network. However, because the 4G/5G network architecture
was not designed with a consideration for Al support, the applica-
tion of Al in 4G/5G networks is treated in a case-by-case manner,
where the data collection, algorithm optimization, and processing
are patched to the corresponding network elements or an external
processing unit is added as a new network element to the network.
For different Al use cases, different modifications to the network
may be required, which causes difficulties in the management
and operation of the network. Conversely, the data availability is
a challenge because the interfaces for data collection have not been
predefined in the prior network architecture and protocols, while
the current implementation-based data collection server/equip-
ment, such as deep packet inspection or data probing, cannot pro-
vide efficient data in time. All these factors determine that the
performance and efficiency of Al are far behind expectations.

As shown in Fig. 16, the 6G network architecture will result in
ubiquitous and pervasive Al abilities in the network, and provides
Al ability on demand, which can be in a distributed or centralized
manner, similar to the brain and neural network of the human
body. At the same time, through the Al platform, 6G introduces
external Al capabilities into the network to provide new services
and new capacity, and also introduces external data into the net-
work to further improve the data processing efficiency. In addition,
analyzed data and Al capabilities within the network can also be
exposed to third parties to provide them with services and
required support.

The native intelligence system includes the following six func-
tional entities: Al model management, training data management,
Al model evaluation, Al model optimization, data analysis, and
knowledge base management, as shown in Fig. 17. The manage-
ment of Al models includes the selection, generation, storage,
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Fig. 16. Native intelligence. MEC: multi-access edge computing.
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Fig. 17. Logical deployment model of native intelligence. QoAIS: quality of Al service.

update, transfer, and deletion of models. The managed models
include various models at the network resource, network function,
and service and application layers, which are used to optimize the
related entities at these levels. Training data management provides
training samples that are required for model training and cus-
tomizes and preprocesses training data according to the require-
ments of model performance. Al model evaluation is used to
assess the performance of Al models. After each entity optimizes
with the reasoning results of the Al model, the performance indica-
tors generated are collected, the evaluation results are calculated
and then transmitted to the Al engine. Then, the Al model is
optimized accordingly (e.g., change the model structure, change
the algorithm, and retraining). Data analysis is the main function
that includes Al model training and reasoning based on real-time
data. The required data are obtained by data collection. The knowl-
edge warehouse summarizes and abstracts the application results
of the Al models, extracts the rules or relational patterns, and the
expert experience is externally imported. Al models, training data,
and knowledge can be reused and shared by third parties. Mean-
while, the six functions/services of the native intelligence system
can also be shared at the network function layer with other parties
to provide the required applications and services.

5.5. Digital twin

The fifth feature of a 6G network is the digital twin network
[46]. The society beyond 2030 will be a digital twin society as
mentioned above, and the digital twin technology can also be
applied to the 6G network to achieve full digitalization. Through
digital twins, each network entity and user service can be digi-
tized by real-time information collection. Real-time state moni-
toring, trajectory prediction, and early intervention on possible
failures and service drops will be possible; thus, the operational
efficiency of the entire network and service efficiency will be
improved. It is also possible to verify the effect of the deployment
of new features of the network in advance, accelerate the
improvement and optimization of new features, achieve rapid
and automatic introduction of new functions, and thus the self-
evolution of the network.

To develop a digital twin network, obtaining data from all net-
work domains is of vital importance. Based on data processing and
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the parametric modeling of each network entity and function, we
can obtain the digital modeling of the entire network in a virtual
space, as shown in Fig. 18. The digital twins of the users may
include data such as user trajectory, mobility speed, traffic type,
traffic model, data rate, and channel state. Those of the cloud-
native RAN may include wireless resource models, hardware
resource models, wireless protocol models, wireless channel
models, network service states, and the data of KPI and metrics.
A similar modeling process and the digital twins can also occur
in the TN and CN. Based on the obtained digital twin data, the Al
engine predicts the network state using Al algorithms. The optimal
state of the physical network will continuously be sought by the
network planning entity, verified by simulation, and then mapped
onto the network in the real world by enforcing corresponding
operations in the management domain.

Conversely, the digital twin of the network can also verify new
functionalities, services, and optimization features in the digital
domain to avoid any negative impact. A high level of network
automation and “zero-touch maintenance” can thus be achieved.

Any network resource object can generate a corresponding
digital twin in the digital domain, including the underlying physi-
cal resources, network functions, and various applications and
services on the upper layer. The generation of digital twins
depends on various data acquisition, data processing and storage,
and digital twin modeling techniques. To achieve the optimization
of resource objects, digital twin networks establish their optimiza-
tion models and generate their digital plan bodies for future time
points based on the collected data and intelligence. Then, by calling
the configuration functions, the planning data can be implemented
for each resource object. The aforementioned digital twin network
functions and functions such as connection management and syn-
chronization optimization between the digital and physical
domains are all network functions. The data of the digital twin net-
work include digital twins, digital plans, and intelligent models.
Through these functions and data, the digital twin network pro-
vides various applications and services in the upward direction
and invokes and optimizes various resource objects in the down-
ward direction. Meanwhile, digital twin networks can share the
above functions and data with third parties through various shar-
ing technologies. Moreover, it can prevent attacks and tampering
through various security technologies.



G. Liu, N. Li, J. Deng et al.

Digital twin network

Engineering 8 (2022) 42-59

Smart applications

Zero touch . o Self- Self- -
OAM HiSuSlization optimization orchestration Seliciaiiuen
Al engine

Network stale prediction

Network planning

Simt_JIation

Trajectory
Speed
Traffic type
Traffic model

Data rate

Digital twins
Wireless resource model
Hardware resource model
KPI and metrics
Network service state

Wireless protocol model

Transport resource model
Traffic multiplexing state
Traffic type and model
Routing service state

Transport protocol model

Hardware resource model
Network function state
Network service state

KPI and metrics

User models

)
?

Channel state Wireless channel model Transport channel model Industry models
. i i * 2 /
T " ; ]
| ! | |
I I
! Data collection } i Operating action execution |
! and preprocessing | i !
! 1 i :
T T T |
: ta ! !
o o2 ) ‘% 1 :
e P ¢ | |
@3 @ < ( \ %J ) @\'76' é: Oé =(==(==(==
1 ""]4_ 6A° 0 “ i -.—.—_=.=
& € LBk @ oy e®
Users Cloud native RAN Cloud native TN Cloud native CN

Physical network
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5.6. Native security

Digital twin society is an inevitable trend in the long-term
vision of future social development. Physical objects can all be dig-
italized and have digital twins, resulting in significant changes in
production, life, social governance, and many other aspects.

However, it will also result in more security risks as the changes
and operations on digital twins in the virtual space will directly
affect its physical counterparts. If the security of a virtual space
is threatened, it will directly affect the security of the physical
world. It has been predicted that future wars will not be traditional
attacks on the physical world, but perhaps on the digital twin
world, which could lead directly to the destruction of the physical
world. Therefore, security will become particularly important for
future society. For 6G networks, digital twins of operator networks,
people, factories, enterprises, government infrastructure, and so on
will exist in the digital space; consequently, network security is of
vital importance.

From the current network design perspective, the design of
security is basically in a patched manner and is independent of
the network architecture. There is still room for improvement in
terms of security and efficiency. The rapid development and pro-
gress of cloud computing, big data, and Al technology provides
new means and support for the security design of the 6G network.
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Considering the immune system of the human body as a metaphor,
the safety system of the 6G network can be similarly designed,
which can actively protect against risk and security attacks, and
can also be guaranteed and controlled by external intervention
when the former fails.

Therefore, the last feature of a 6G network is its native secu-
rity as shown in Fig. 19. The network monitors the security sta-
tus in real time and predicts potential risks. It combines attack
resistance with risk prediction to achieve intelligent security,
such as risk prediction and active immunity. Intelligent consen-
sus will be formed through the interaction and collaboration of
networked intelligent entities and will be used to eliminate
interference and provide a high level of security for information
and data. Proactive and deep security defenses will be achieved
by precisely deploying security features and optimizing security
policies based on Al and big DT. Active immunity for network
infrastructure, software, and so on will be provided to enhance
the security level of the basic platform using trusted computing
technology. Through the ubiquitous coordination of the end,
edge, network, and cloud, the security status of the entire sys-
tem will be accurately perceived, and security risks will be
appropriately disposed to maximize the security of the 6G net-
work. The network will achieve a comprehensive upgrade from
internet security to cyberspace security.
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6. Conclusions

The rapid commercialization of 5G networks is accelerating the
development of big data, cloud computing, and Al, which leads to
the deep convergence of ICDT. ICDT convergence highlights a
cloud-native and software-definable mobile network. The design
of the 6G mobile network will consider the problems and chal-
lenges faced by 5G networks, trend of ICDT convergence, and
requirements of new services and applications driven by the digital
twin world beyond 2030. This article recalled the evolution history
of the mobile network architecture, proposed a functional architec-
ture of a 6G mobile network with three layers and four planes, and
identified its intrinsic network features, that is, soft, on-demand
fulfillment, lite, native intelligence, digital twin, and native secu-
rity. The detailed mechanisms, procedures, protocols, and interface
design will be further studied in future works.
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