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ABSTRACT

Liquid leakage from pipelines is a critical issue in large-scale process plants. Damage in pipelines affects
the normal operation of the plant and increases maintenance costs. Furthermore, it causes unsafe and
hazardous situations for operators. Therefore, the detection and localization of leakages is a crucial task
for maintenance and condition monitoring. Recently, the use of infrared (IR) cameras was found to be a
promising approach for leakage detection in large-scale plants. IR cameras can capture leaking liquid if it
has a higher (or lower) temperature than its surroundings. In this paper, a method based on IR video data
and machine vision techniques is proposed to detect and localize liquid leakages in a chemical process
plant. Since the proposed method is a vision-based method and does not consider the physical properties
of the leaking liquid, it is applicable for any type of liquid leakage (i.e., water, oil, etc.). In this method,
subsequent frames are subtracted and divided into blocks. Then, principle component analysis is per-
formed in each block to extract features from the blocks. All subtracted frames within the blocks are indi-
vidually transferred to feature vectors, which are used as a basis for classifying the blocks. The k-nearest
neighbor algorithm is used to classify the blocks as normal (without leakage) or anomalous (with leak-
age). Finally, the positions of the leakages are determined in each anomalous block. In order to evaluate
the approach, two datasets with two different formats, consisting of video footage of a laboratory demon-
strator plant captured by an IR camera, are considered. The results show that the proposed method is a
promising approach to detect and localize leakages from pipelines using IR videos. The proposed method
has high accuracy and a reasonable detection time for leakage detection. The possibility of extending the
proposed method to a real industrial plant and the limitations of this method are discussed at the end.
© 2021 THE AUTHORS. Published by Elsevier LTD on behalf of Chinese Academy of Engineering and
Higher Education Press Limited Company. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Leakage inspection in chemical process plants

The condition monitoring of large-scale chemical process plants
is crucial for maintenance and to prevent consequential damage
and major failures. The pipelines used to transport substances
are one of the most important structural parts of a chemical pro-
cess plant. As these pipelines often transport hazardous or toxic
liquids or gases, leakage from pipelines poses a threat to operators
and is an environmental safety risk [1]. A study has shown that the
risk level of poisoning accidents caused by hazardous leakages is
unacceptable [2]. Furthermore, damage to pipelines affects the
normal operation of plants, which reduces the availability and pro-
ductivity of the plants and results in economic losses [3]. A case
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study of an overall consequence assessment of leakage in the oil
industry by Chen et al. [4] showed that the costs and losses due
to leakage include production loss, asset loss, human loss of life
or safety, and environmental damage. Among these different
aspects, Chen et al. [4] could only estimate the production loss
for one case study: Based on their estimation, the production loss
was more than 270 000 USD.

In conventional condition monitoring, manual inspection by an
expert is the main inspection method for failure detection in pipe-
lines. However, human inspection is highly dependent on the com-
petency of the inspector and the frequency of the inspection. It is
very labor intensive and expensive. Furthermore, a human inspec-
tor must be exposed to the conditions in the chemical plant in
order to inspect the plant directly, which is not possible most of
the time due to the hazardous conditions. Thus, remote inspection
is required in order to avoid human exposure to the hazardous
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conditions within chemical plants [5]. Remote operation requires
appropriate remote data acquisition from the plant, as well as suit-
able data analysis methods to subsequently accomplish remote
monitoring. Therefore, in order to achieve remote, safe, fast, and
accurate leakage detection and localization in large-scale chemical
process plants, an intelligent and automatic leakage-detection
mechanism based on data obtained from the plant is required.

In recent research, several methods have been developed for
pipeline leak inspection [6]. Most of the existing methods for leak-
age detection are based on the physical properties of the liquid in
the pipelines. The density of the liquid in the pipes, process
parameters such as pressure, velocity, and temperature of the
liquid inside the pipes, and the size and shape of the pipes are used
as measurement metrics to generate a mathematical model for
leakage [7]. These methods often have limited application to other
cases. Furthermore, such methods require a profound knowledge
about the process in order to provide a precise model and precise
understanding of the conditions in the chemical plant, which is sel-
dom feasible. Aside from leakage detection, localization of a leak’s
position in the pipes is an important aspect of leakage inspection.
Most existing methods cannot detect the position of the leakage
precisely. In some of these methods, leakage localization is depen-
dent on the geographical information of the plant, such as the size
and location of the plant, the length of the pipes, and the velocity,
pressure, and other physical properties of the liquid in the pipes
[8-11]. Therefore, it is difficult to apply these methods to other
environments and other types of liquid. Furthermore, since these
methods often use different sensors at different positions on the
pipes, synchronization discrepancies in sensor data will greatly
affect precision [12].

Even though numerous research studies have been conducted
in the field of leakage detection in pipes, the need for an intelligent
method for leakage detection and localization remains—particu-
larly one that can be applied to different types of liquids and to
pipes of different types, shapes, and sizes. Furthermore, fast and
accurate leakage-detection methods are required, especially when
the leaking drops are very small. Small leakages are difficult to
detect before they cause major damage; thus, fast detection of
small leaking drops can avoid serious and hazardous failure by
addressing the issue in the early stage. The current challenges in
leakage detection and localization in pipelines motivate the
vision-based inspection and application of machine vision tech-
niques for the detection of leaking drops.

Machine vision techniques in combination with artificial intel-
ligence (Al) can provide a framework for learning the conditions
within a chemical plant, recognizing the different operations of
the plant, and making decisions [13]. Vision-based inspection is a
promising approach for the realization of fully automatic condition
monitoring in manufacturing systems and online inspection
[14,15]. One of the main advantages of automated visual inspec-
tion is that it can detect the malfunctioning of a specific part of
the plant with high speed and accuracy [16] and improve the
safety in a manufacturing environment by means of fast failure
detection. However, the implementation of vision-based systems
in real industrial environments and large-scale plants is still chal-
lenging. One solution may be the use of drone platforms with
vision abilities [17]. However, due to pose variation and the fast
motion of drones, most machine vision algorithms are not optimal
for dealing with the images captured by drones [17]. Furthermore,
drones are not known to be intrinsically safe equipment in envi-
ronments with a high risk of ignition (known as Ex-zones)
[18,19]. Another possibility is the use of several cameras fixed in
different positions to capture images from different parts of a
large-scale plant. In this case, each camera captures a specific part
of the plant and vision-based inspection is implemented on that
specific part of the plant.
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The main contribution of this paper is to provide a method for
automated visual leakage inspection that is independent of human
competency and inspection. In order to realize this target, a testbed
including a demonstrator plant and an infrared (IR) camera was
used. The video data captured from the demonstrator plant was
used to develop an intelligent method for leakage detection based
on machine vision techniques. The results obtained in the provided
testbed show that leakage can be detected, localized, and classified
with high accuracy using the proposed method. Further opportuni-
ties and limitations in the implementation of such a vision-based
system in a real large-scale industrial plan are discussed at the
end of this paper.

The remainder of the paper is organized as follows: Section 2
discusses the requirements for an efficient leakage-detection
method and the hypotheses that are considered in this contribu-
tion. Section 3 then reviews, classifies, and compares the most
recent literature in the field of leakage monitoring based on the
defined requirements. The basic method and steps toward visual
leakage inspection using machine vision and image processing
are presented in Section 4. The obtained results are investigated
and evaluated in Section 5, followed by the discussion and outlook
in Section 6.

2. Requirements and hypotheses of efficient leakage detection
and localization

Recent studies in the field of leakage monitoring cover methods
that range from manual inspection by a trained expert to sophisti-
cated sensor networks [6]. However, in order to provide a reliable
and applicable leakage-detection mechanism, the proposed
method should meet certain requirements. These requirements
are derived from the current situation in the field of leakage detec-
tion. The first important requirement is to provide safe and remote
leakage inspection (Requirement R1) in order to avoid direct
human exposure and inspection within the chemical plant. IR cam-
eras have been used as a remote inspection method in several
industrial applications [20]. This requirement is even more serious
in the case of toxic leaks, or in Ex-zones where the risk of fire or
explosion resulting from flammable leaks is high [2]. In order to
realize automatic condition monitoring, another important
requirement is to provide an automatic leakage inspection mecha-
nism (Requirement R2) that is independent of operator compe-
tency or intervention [21]. An automatic inspection mechanism
is less labor intensive and can be permanently applicable. The next
important requirement for a leakage-detection mechanism is the
accuracy of the proposed method (Requirement R3), which can
ensure reliability, especially in a hazardous situation. However,
since an industrial environment includes different types of noise,
the accuracy and precision of the leakage-detection method can
be affected by the noise. Therefore, the proposed method should
also be robust with respect to environmental noise (Requirement
R4). Furthermore, as the detection of small leaking drops is particu-
larly difficult in noisy industrial environments, it is important to be
able to detect small drops (Requirement R5) in order to avoid seri-
ous damage resulting from undetectable small leaks over a long
time. Since there might be several leakages in the plant, including
simultaneous leakages from different parts of the plant, the
leakage-detection mechanism should be able to detect multiple
simultaneous leakages (Requirement R6). After detection of the
leakages, the localization of the leakage (Requirement R7) should
also be considered. Since leakage from the pipelines might be a
hazardous liquid, it is important to detect the trajectory and path
of the leakage (Requirement R8), in addition to the localization.
The trajectory of the leakage is important, since this can provide
additional information about the path of the leaking drops in order
to monitor different parts of the plant that might be affected by the
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leakage. In addition, leakages should be detected within a reason-
able time period (Requirement R9) in order to be applicable in real
applications and to avoid any serious damage as quickly as possi-
ble. Finally, the inspection method should be independent of the
physical properties of the liquid in the pipelines and the material
of the pipelines. Therefore, it should be applicable for different
types of liquid (Requirement R10) in the pipelines. Other require-
ments, such as fixing the leak position or quantifying how much
liquid is being leaked, can be manually investigated and handled
by the operator after leakage detection and localization. The
amount of leakage can be quantified according to various measure-
ment techniques in the literature [22], such as the difference
between the amount of liquid in the pipelines before and after a
leakage; however, that is not the focus of image-processing tech-
niques. Such steps occur after leakage detection and localization.

The proposed leakage-detection mechanism should fulfil these
requirements in order to achieve an automatic and reliable
leakage-detection mechanism with minimum hazards or damage
to the environment. To summarize the aims of this paper, the fol-
lowing hypotheses are derived. These hypotheses (H1, H2, and H3)
will be evaluated regarding the requirements R1-R10 in the evalu-
ation section:

(1) H1: Using IR cameras and image processing facilitates
automatic leakage inspection.

(2) H2: Taking advantage of data analysis, machine learning,
and image processing will provide a reliable inspection:

e H2.1: Image-processing techniques will provide an inspec-
tion system that is robust to environmental noise.

e H2.2: Machine learning and image analysis can provide a
framework for accurate leakage detection within a reason-
able time period.

e H2.3: The position and trajectory of leaking drops can be
detected correctly using image-processing techniques.

(3) H3: By using several cameras at fixed positions within a
large-scale industrial plant, the proposed method can be extended
to a real application.

In the next section, recent literature studies in the field of leak-
age detection are investigated based on the defined requirements.

3. The state of the art in leakage monitoring and localization

The literature contains several studies in the field of leakage
detection from pipelines. The techniques they present can be cate-
gorized into three groups. In the first group, a process model and
physical model is used for leakage detection. Physical properties,
such as the velocity of the liquid in the pipelines, the density of
the liquid, the pressure of the liquid, and the temperature of the
liquid, are considered, and a mathematical and physical model is
derived to model the flow in the pipelines. Leakage detection
occurs when the physical behavior of the liquid in the pipelines
deviates from the model. In the second group of existing methods
for leakage detection, physical models and sensor data are jointly
used for leakage detection. Leakage is modeled with a mathemati-
cal and physical process model, and then the measured data from
the sensors are classified after comparison with the derived model.
In this group of techniques, the classification step is usually done
by data-driven methods. In the last group, only sensor data, such
as pressure and flow, and data analysis methods are used to derive
a model for the process. The derived model is used to classify the
conditions of the chemical plant and for anomaly detection. The
advantage of data-driven approaches over physical model-driven
approaches is that the latter require a profound understanding of
the process and the material and a great deal of prior information
about them, which are often not feasible [22]. Another challenge in
leakage inspection is the detection of small leaking drops. The lite-
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rature does not contain a clear definition of small leaks, and exist-
ing studies measure the size of a leakage differently. In general, a
“small leak” usually refers to a situation in which the pressure
changes related to the leakage are relatively small in relation to
the levels of measurement noise and the whole pressure range
[23]. However, in different studies, different metrics are used to
measure the size of the leakage. Ostapkowicz [23] defines small
leakage as a certain percentage of the whole flow rate in the pipes,
Liu et al. [9] define small leakage as a certain ratio of leakage orifice
to pipe diameter, and He et al. [24] define a certain leakage volume
(i.e., the amount of liquid that exits from the orifice) as a measure
of small leakage. In this paper, a small leakage is considered to be
the minimum number of pixels that form a leaking drop in an
image. In the following subsections, existing methods for leakage
detection are reviewed in more detail.

3.1. Physical model-driven approaches for leakage detection

Some methods for leakage detection are based on measuring
the difference between the fluid inflow and fluid outflow and the
negative pressure wave (NPW). A significant difference measured
by differential pressure sensors in different positions along the
pipes can indicate leakages [25]. Use of the NPW in combination
with the steady-state conditions of the leakage is proposed by He
et al. [24] for leakage detection; the researchers analyze the sensi-
tive factors in leakage volume, such as orifice size and upstream/
downstream pressure. However, in general, methods based on
NPW are sensitive to noise, highly dependent on sensor precision
[6], and unsuitable for short-distance transportation pipes [6].
Liu et al. [9] propose a dynamic monitoring module with an ampli-
tude attenuation model of pressure waves for larger leakage detec-
tion, and a static testing module based on the pressure-loss model
for smaller leakage. If the amplitude attenuation of the pressure is
less than a certain value measured by the mathematical model,
then leakage is detected. For small leakages, the researchers divide
the area of the plant into segments and apply a pressure-loss
model to each segment in order to detect the leakage. Abhulimen
and Susu [10] propose another physical model-driven approach
for leakage detection using the concept of Lyapunov stability and
an equilibrium point for flow and pressure. In this approach, leak-
age is modeled as a factor in the equilibrium equation, and leakage
is detected when the model deviates from the equilibrium point,
which makes the flow model instable. For leakage localization, this
method uses the sonic velocity in the liquid. The time lag in the
sonic signal’s travel is calculated; next, the distance between the
leakage position and the sensors is calculated. Since the research-
ers assume that the system is stable for any sufficiently small per-
turbation, it is difficult to detect small drops with this method.

Another approach to model the characteristics of leakages from
pipelines involves the use of acoustic emission (AE) sensors
[26,27]. The main idea behind AE methods is that leakage in the
pipelines causes turbulent flow, which results in the propagation
of elastic waves through the pipeline materials. This method is
very dependent on the material of the pipelines; therefore, it is dif-
ficult to apply it in complex pipelines made from different types of
materials [6].

3.2. Physical model-driven and data-driven approaches for leakage
detection

Other studies in the field of leakage detection use data-driven
methods jointly with analytical and physical models. Zhang et al.
[28] propose an inverse hydraulic and thermodynamic transient
analysis method and an improved particle swarm optimisation
(PSO) algorithm for leakage detection. First, they introduce a
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hydraulic and thermodynamic transient model using the flow rate
and the pressure; next, the required data for leakage detection is
extracted from the sensors at the origin and terminal of the pipe-
lines. The deviation between the computed data and experimental
data is used for leakage detection. Delgado-Aguifiaga et al. [29] use
pressure and flow sensors placed at the pipelines’ ends and a non-
linear model to estimate the leak coefficients by means of the
Water-Hammer equations and related extended Kalman filters.
However, the method is unable to detect several simultaneous
leakages from pipelines in different positions.

Ostapkowicz [23] uses NPW and gradient methods for leakage
detection. In the pressure gradient method, the basic assumption
is that the pressure changes along the pipeline are linear. However,
this assumption cannot model all the dynamics of the flow [9]. Sun
and Chang [7] extend the NPW method by means of signal process-
ing and a combination of the flow and pressure signals for leakage
detection. Leakage and its position can be detected when the
attenuation of the integrated signal is greater than the changes
in the single pressure signal. However, the accuracy of this method
is highly dependent on the type and dynamics performance of the
flow meters installed at both ends of the pipelines. Furthermore,
this method is not appropriate for a noisy environment or for short
pipelines [6].

3.3. Purely data-driven approaches for leakage detection

Among the various approaches for leakage detection, some use
only data-driven methods to detect leakage. Qu et al. [30] use
fiber-optic sensors in parallel with pipelines to sense the vibration
of the pipes. They apply a support vector machine classifier to clas-
sify normal and anomalous vibration caused by leakage in the
pipelines. The location of the leakage is detected by means of dis-
tributed fiber-optic sensors. However, the method is not applicable
for short-distance pipes. Da Silva et al. [31] use a fuzzy classifier to
classify the operational state and process transients. The correla-
tion between the flow rate deviations and the operational tran-
sients is used for leakage detection. Wachla et al. [32] extend
this method to use a neuro-fuzzy classifier for leakage detection.
In their method, the area of the pipelines is divided into subareas
and the location of the leakage is decided by a set of neuro-fuzzy
classifiers. To detect and localize the leakage, the residues between
the measured flow and the predicted flow are considered; if the
residues exceed a certain level, then leakage is detected. However,
this method cannot detect small leaks, since the residues cannot
represent certain changes in the flow in this case.

Among the data-driven approaches, some use image data of the
leaking liquid and image-processing methods to detect leakage.
They use IR cameras as exterior vision-inspection systems for
monitoring the pipelines. This concept was presented for the first
time by Nellis [33] as a way to monitor water canals. Nellis [33]
evaluates the method and shows that it is an economical and suit-
able model for leakage detection. However, he does not use image
processing for automatic leakage. Another application of IR cam-
eras in leakage detection can be found in the work of Adefila
et al. [34]. They consider gas leaks from pipelines and evaluate
the sensibility of IR cameras in capturing temperature changes in
the leaking gas. However, they do not propose any image-
processing method to detect the gas leak. Atef et al. [35] propose
an automatic leakage-detection mechanism using image analysis
in IR images for water transportation pipes. They apply a clustering
method to the images in order to detect leakages. For leakage locali-
zation, they propose a segmentation method based on the region-
growing method. Another method based on IR cameras and image
processing is proposed by Dai et al. [36] for gas leak detection.
After noise reduction with an adaptive Wiener filter, moving
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regions are found by applying the improved Surendra algorithm.
They use edge detection methods to localize the area of the leak-
age. Kroll et al. [37] use two-dimensional Gaussian distribution
based on the temperature profile of a typical gas leak to model
the leakage area in thermographic images. Then, the leakage is
detected by cross-correlation of the image with the defined tem-
perature profile. This method requires prior information about
the temperature profile of the leak. Wang et al. [38] use a convolu-
tional neural network (CNN) for gas leak detection using IR images
and classify the images based on different leakage rates. To reduce
the level of noise, they subtract different background images to
elevate the environmental effect. The main assumption in Refs.
[35-38] is that the region of leakage is fixed over time. This
assumption can mainly be held for a gas leak, or when the pattern
of the leakage in the images follow a region-growing pattern. This
assumption cannot be held when the leakage includes liquid drops
that are not only in the fixed area of the image, and whose pattern
is more like a moving object pattern in the subsequent images.
Araujo et al. [39] propose an image analysis technique for leakage
detection using thermal and red-green-blue (RGB) cameras. The
obtained images are combined into a single image and used as
inputs for a CNN classifier to identify leakage. For image analysis,
this method requires further parameters such as the distance
between the camera and the pipes and the view angles of the cam-
eras. In the field of leakage detection using thermographic video
data, Fahimipirehgalin et al. [40] propose a method based on
principle component analysis (PCA) and k-nearest-neighbor
(KNN) classification to capture the features of leaking drops in
the frames and classify them in normal and anomalous (including
leakages) videos. However, this method cannot detect the
positions of leaking drops. Table 1 [7,9,10,23-40] provides a
summary of the pros and cons of different methods based on the
defined requirements.

Although several studies have been published in the field of
leakage detection, there is still a research gap regarding automatic
and accurate leakage detection and localization mechanisms that
are independent of the type of substance inside the pipes in chemi-
cal process plants, especially when the leaks are small or there are
several simultaneous leaks. In this paper, we introduce an image-
processing method for leakage detection based on block-PCA.
PCA is a known method for dimensionality reduction in image data
[41]. Furthermore, since this method can maintain the highest con-
trast and variance in the images, it can be useful for change detec-
tion in subsequent images as well [42]. PCA can preserve the
changes in subsequent frames caused by leaking drops. It can
reduce high-dimension images to lower dimensions, which will
reduce the computational complexity of the image classification.
In addition, dividing the images into blocks and using block-PCA
make it possible to obtain detailed information about the leaking
drops in each block and to localize the leakage as well. In this
paper, KNN [43] is used as the classifier to classify the images
(i.e., the blocks in the images) as normal (without leakage) or
anomalous (including leakages). KNN is known as the simplest
classifier, especially when the classes are not linearly separated,
and it performs very well when the dimensionality of the input
data is low. By using PCA as a dimensionality reduction method
and reducing the size of the input data, KNN exhibits a good perfor-
mance in classification. In the following sections, the steps of the
proposed method are discussed in more detail.

4. Automatic leakage inspection by means of machine vision
techniques

In this section, image acquisition, image pre-processing, image
segmentation, and feature-extraction methods are introduced first,
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Table 1

Classification table of existing approaches in leakage detection based on the defined requirements.

Approach References

Defined requirements

R1

Safe and
remote
operation

R2
Automatic
leakage
detection

R3
Accurate
and
reliable

R4

Robust to
environmental
noise

R5
Detection of
small drops

R6

Multiple and
simultaneous
leaks

R7
Position detection
and localization

R8
Trajectory and
path detection

R9
Reasonable
detection
time

R10

Applicability to
different types of
liquid

Physical model-driven [10]
approach [26,27]
[24]
[25]
(9]
Physical model-driven [7]
and data-driven [29]
approach [23]
(28]
Data-driven approach [31]
[30]
(32]
[33]
[37]
[34]
[35]
[36]
[39]
[40]
[38]
Proposed
approach
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in order to establish a proper machine vision system. Then, the
extracted features are used to classify the normal and anomalous
(leakage) conditions of the plant. In the following subsections,
these steps are described in more detail.

4.1. Image acquisition and testbed description

In order to use machine vision techniques for leakage detection,
a testbed was provided for this research. In this testbed, a labora-
tory demonstrator plant was assembled, including a thermostat
with an integrated pump to circulate water through a series of
pipes. The demonstrator plant also consisted of multiple Swagelok
connectors, additional routes, a dead end, and sampling valves in
order to generate leakages from different positions. Leakages could
also be generated by losing some of the connectors in the pipelines.
The pipes were primarily made of stainless steel, but flexible rub-
ber pipes were used in two positions. To ensure the safety of the
researchers using the demonstrator, a high-temperature switch
was adjusted to 50 °C. The testbed was made in through close col-
laboration with an industrial partner in order to provide a practical
representation of a real case of industrial use. Therefore, the condi-
tions of the testbed were very similar to those of an actual indus-
trial setting.

In this testbed, an IR camera (TIM640, Micro-Epsilon, Germany)
was used to capture the video data from the demonstrator plant.
This camera is capable of taking pictures with a size of either
640 x 480 pixels or 320 x 240 pixels, with a temperature resolu-
tion of 75 mK. As the typical spatial resolution of other IR cameras
is only 320 x 240 pixels, the present spatial resolution was quite
high for an IR camera and made it possible to capture the effect
of small drops. The camera also has the functionality for raw data
export as well as an interface to process live data directly. The raw
data exported by the camera shows the temperature value of each
pixel. Therefore, the camera can be used for online condition

Engineering 7 (2021) 758-776

monitoring as well. The maximum frame rate of this camera is
25 frames per second.

From this test bed, two different datasets are provided to illus-
trate the capabilities of the proposed method in leakage detection
using different video formats with different qualities and sizes. The
Micro-Epsilon TIM640 camera provides two different video for-
mats: motion picture experts group 4 (MP4) and radiometric video
file (RAVI). Thus, the first dataset includes MP4 videos with a frame
size of 320 x 240 pixels, and the second dataset includes raw data
exported from the camera with a RAVI format and a size of 640 x
480 pixels. In the MP4 dataset, the value of each pixel provides
greyscale color information on the temperature in the correspond-
ing pixel, while in the RAVI dataset, the value of each pixel is
exactly the temperature value of the corresponding pixels. The
two formats have different frame sizes, making it possible to eval-
uate the method using different frame sizes as well. As shown in
Fig. 1, these two datasets have a different level of noise as well
as different frame sizes. Therefore, in the evaluation section, we
can evaluate the proposed method for highly noisy videos (i.e.,
those in the MP4 format) and less noisy videos (i.e., those in the
RAVI format). In order to provide these two datasets, different
liquid leakages with different leakage speeds and positions were
generated in the demonstrator plant. Furthermore, in order to
propose a method for leakage detection that is independent of
the camera position and angle, different videos were taken from
the demonstrator plant from different unknown angles and
distances. In this testbed, some of the videos were taken while
the plant was operating in a normal operation without any
leakages, while other videos were taken while the leakages were
being generated from different positions of the plant. The different
leakages were generated from random positions and with random
speeds. The main motivation of such a setting was that the
proposed method should be able to detect leakages from any
random and unknown position with any random speed. Each

(c)

Fig. 1. (a) Sample frame from the demonstrator plant with leakages in RAVI format; (b) sample subtracted frame in RAVI format; (c) zoomed area of subtracted frame in RAVI
format; (d) zoomed area of subtracted frame in MP4 format. Leaking drops are marked with solid-line circles.
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dataset was divided into training data and test datasets. The train-
ing and test data were selected such that there were normal and
anomalous videos in both sets. Despite this condition (i.e., having
normal and anomalous videos in both training and test data), the
videos were selected randomly for the training and test sets.

A sample frame taken by the IR camera from the laboratory
demonstrator with leakages in different positions is presented in
Fig. 1(a). In order to reveal the effect of leakages in the frames
and remove the background from the frames, subsequent frames
are subtracted in each video. Therefore, the changes in the subse-
quent frames caused by leakage are observable, while the unvary-
ing pixels in the background are removed. A sample of the
subtracted frame is shown in Fig. 1(b). In order to provide a better
visualization of the subtracted frames in this paper, the back-
ground of the subtracted frames is shown as white and the objects
(leaking drops) are shown as grey pixels. As can be seen in this fig-
ure, each subtracted frame includes a considerable amount of noise
(see Fig. 1(c) for more detail) that must be removed in order to
reveal the effect of the leakage and improve the quality of the data
for further data analysis [44]. The effect of noise becomes even
more intense in the MP4 format (Fig. 1(d)) due to the compression
of the raw data. Therefore, in both cases, suitable data pre-
processing is required to reduce the effect of noise and improve
the quality of the frames.

4.2. Image pre-processing

In the first step of video pre-processing, each obtained video is
divided into frames, and subsequent frames are subtracted, as
follows:

org

org
X

— Xf,]

Xp = (1)
org

where x"® and x"® are the fth and (f - 1)th original frames of a
sequence with n frames, respectively; x; is the subtracted frame;
the index f is f =2,...,n. After subtracting the frames, a noise-
removal mechanism is applied to the subtracted frames

In this work, the noise-removal mechanism introduced in Ref.
[40] is applied to the subtracted frames. In the first step, back-
ground noise removal is applied to the subtracted frames in which
a certain threshold, %, is defined, and the pixels with a value lower
than this threshold are set to zero. Since the leaking liquid has a
different temperature than its surroundings, the changes caused
by leaking drops in the subtracted frames are larger than the back-
ground noise. Therefore, the effect of leaking drops will remain in
the subtracted frames after threshold filtering. After removing the
background noise, another noise filter step, single-pixel noise
removal, is applied. The basic assumption for this noise-removal
step is that a leaking drop includes some neighboring pixels and
is not a single pixel. In the subtracted frames, there are some single
pixels with non-zero values, while all their neighboring pixels have
zero values. These single pixels usually have a high value, and thus
cannot be eliminated as background noise; therefore, they will
affect the results of the image processing. As a result, if all the
neighbors of a pixel have zero values, the corresponding pixel
should be set to zero as well.

In order to reveal the effect of leakages and the motion of drops
in sequential frames, a temporal operation is required as another
image pre-processing step. Temporal operation is usually applied
on sequential frames to reveal a specific effect in these frames,
such as the motion of an object [14]. The temporal operation used
in this paper is performed by taking the average over k sequential
subtracted and filtered frames, where k is the number of temporal
frames. The resulting frame, in which the effect of the motion of a
leaking drop over k sequential frames can be observed, is called the
temporal mean frame. After this step, the video data can be con-
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verted into a set of temporal mean frames, and the leaking drop
can be seen as a streak line in these frames. However, taking the
average over k sequential frames will increase the noise in the tem-
poral mean frame due to taking the average over the remaining
noise in the k sequential frames as well. Therefore, in order to dis-
tinguish the line of the leaking drops from the remaining noise in
the temporal mean frames, the last step of the image pre-
processing is proposed to be a vertical neighborhood filter. This
pre-processing step is important because the leakage from the
pipelines usually undergoes vertical motion over time. In this step,
a vertical band around each pixel with a non-zero value is consid-
ered. Assuming that v is the position of the corresponding pixel on
the horizontal axis, then the pixels in the range of {v — «, ..., v + o}
in the horizontal direction are considered in the width of the ver-
tical band, where « is the number of neighborhood pixels in the
right and left side of the corresponding pixel. If there are q pixels
in the vertical direction of the image, the size of the vertical band
is g x (2o + 1). It is assumed that a pixel within a leaking drop
should have at least g, neighbors in the vertical band; otherwise,
it is considered to be a noisy pixel. Fig. 2 shows a summary and
the results of the image pre-processing in a zoomed area of a sam-
ple subtracted frame in MP4 format. It can be seen that some single
pixels remain after the background filter, which are not part of a
leaking drop (Fig. 2(a)), and that removing these pixels can reveal
the leaking drops (Fig. 2(b)). Although taking the average over k
frames can show several leaking drops in one frame, it increases
the noise in the temporal mean frame as well (Fig. 2(c)). Therefore,
a vertical neighborhood filter is required to distinguish the leaking
drops from the remaining noise (Fig. 2(d)).

4.3. Image segmentation and feature extraction

After image pre-processing, each video is available as a set of
images (temporal mean frames) for image segmentation and fea-
ture extraction. Each image can be represented as a pixel matrix,
as follows:

X1r

c qur

(2)

Xqr

where x*Prepresents the two-dimensional image, q is the number of
pixels in the vertical direction, r is the number of pixels in the
horizontal direction, x,, shows the value of the pixels in row q
and column r, and R is the real number set. Since the number of
pixels (features) is large, and since considering all of the pixels in
the image analysis will increase the computational complexity, an
accurate feature-extraction mechanism is required. By using fea-
ture extraction, the most relevant pixels (indicating leakages) and
their effect will be conserved while unnecessary pixels will be
eliminated. However, before feature extraction, appropriate
segmentation is required to partition the images into meaningful
regions. This segmentation will help not only for leakage detection,
but also for leakage localization and trajectory inspection of leaking
drops. After segmentation, the feature extraction can be applied to
each segment.

For image segmentation, the mean temporal frames are divided
into blocks. Each block has a size of L x L pixels, where L is the
number of pixels in the horizontal and vertical directions of the
block. The blocks in a sample temporal mean frame are shown as
grid lines in Fig. 3. Three leakages in three different positions can
be observed in this figure (marked as 1, 2, and 3). If B; is the num-
ber of blocks in the vertical axis and B, is the number of blocks in
the horizontal axis, after the images have been converted into
blocks, each image matrix in Eq. (2) can be represented as the fol-
lowing matrix:
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Fig. 2. Steps of the noise-removal mechanism in a zoomed area in a sample subtracted frame. (a) Remaining noise after background noise removal. Single pixels are marked
with dashed-line circles. (b) The effect of removing single pixels. (c) Temporal mean frame. Leaking drops form a streaked line; however, the noise is increased as well.
Vertical bands are shown as a dashed line around pixels. Leaking drops have more neighbors in the vertical band than noisy pixels. (d) The effect of vertical noise removal. The

pixels that do not have enough non-zero neighbors in the vertical band are set to zero.
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Each block can be represented in a specific range of the image
matrix in Eq. (3) (Fig. 3). This equation shows that the image
matrix can be divided into the area of the blocks; therefore, each
block can be treated as a separate image matrix with a size of
L x L (except the last blocks on the right side of the temporal mean
frame, which might have a smaller size). Thus, this segmentation
makes it possible to consider only the blocks that include leaking
drops and to extract them from the images. In order to provide a
suitable set of blocks, the training data is used. Since the positions
of leakages are known in the training videos, it is possible to select
and extract the anomalous blocks (blocks with leakages) from the
training videos. Therefore, the training data can be represented as a
set of anomalous blocks and one normal block (Fig. 4). The anoma-
lous blocks are the blocks that include leakages, which can be
extracted from different anomalous videos (videos with leakages).
The normal block can be selected from a normal video without any
leakages. It should be noted that each extracted block from a speci-
fic training video includes the same number of temporal mean
frames in the corresponding video.

After converting the training data into the set of anomalous
blocks and one normal block, suitable feature extraction is required
to extract the most relevant information from the selected blocks.
Then the set of blocks can be converted into the set of features. For
this purpose, PCA can be used as the feature-selection method. In
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principle, PCA is a linear coordinate transformation from a high
dimensional data set to a lower dimensional data set. Assume that
one anomalous block in a temporal mean frame of a training video
can be represented as the following matrix:

X[(by —1)xL+1](by—1)xL+1] X[(by—1)xL+1][by x1]

D _ LxL
Xblock = eER

(4)

Xiby xL][(by—1)xL+1] Xiby xL][by xL]

where x2P , represents the two-dimensional image of the block; b,
and b, are the indices of the block in the vertical and horizontal
axes, respectively. In order to calculate the PCA of this block, it is
first necessary to convert the two-dimensional image matrix in
Eq. (4) into a one-row vector (serialization) by placing all the L rows
in one row, as follows:

Xﬂ,{%ck = [X[(bl—1)><L+1][(b2—])><L+1]7~-~7X[(b1—1)xL+1][b2><L]v-~-7

Xiby xLJ](by—1)xL+1)s > X[by xLjiby 1) € REE (5)
where x]P , is the one-dimensional row vector of the image matrix.
Since each video includes N temporal mean frames, each block also
includes N temporal mean frames. Each temporal mean frame in a
block can be considered as a data sample represented in Eq. (5);
thus, there are N data samples within a block. Therefore, the data
matrix of one block in one training video can be written as follows:

1D

X block)1
1D

X (block)2

Xblock = € RV

1D
X block)N
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Fig. 3. Sample temporal mean frame with three different leakages. The segmentation (blocks) is shown using solid lines. Each block is represented in a specific range of the
image matrix. The image matrix (on the right) can be divided into the area of the blocks; therefore, each individual block can be treated as a single image and image matrix
with a size of L x L. By is the number of blocks in the vertical axis and B, is the number of blocks in the horizontal axis.
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Fig. 4. Training data after extracting specific blocks. (a) Training data can be reduced to a set of anomalous blocks including leaking drops. These are taken from different
anomalous videos and include the same number of temporal mean frames in the corresponding videos. (b) One normal block without any leakages. Each block includes the

same number of frames in the corresponding video.

where Xy, represents a block and xgg;mkw represents the Nth tem-
poral mean frame in block Xy, Each block in Fig. 4 can be repre-
sented as Eq. (6), which has L x L features (pixels).

After converting the blocks into a set of data samples and a data
matrix, feature extraction can be done by using PCA on each
matrix. By means of PCA, a linear coordinate transformation from
system Xpjock t0 @ new system Zpocx can be achieved by the calcu-
lation of
Zyjock = XplockPolock (7)
where Py is the transformation matrix and its columns are the
basis vectors of the new system. In PCA, the covariance matrix of
the data matrix is considered in order to obtain the basis vectors
to form the transformation. Assume that Xx, = ﬁxblockxgm is
the covariance matrix of data matrix Xpoc. The eigenvector decom-
position of the covariance matrix can be utilized to obtain the trans-
formation matrix Ppock [44]. If Pyiock i € Polock 1S the ith eigenvector
of covariance matrix Xy, ,, the corresponding eigenvalue Apjoci i
represents the variance in the data after transforming the data
matrix Xpjock into the direction pyjock -

This implies that the eigenvectors with larger eigenvalues can
preserve the high variance and covariance in blocks after transfor-
mation. After rearranging the eigenvalues in descending order
Jblock_1 >+ > Aplock_(1x1) and sorting the eigenvectors accordingly,
the major data variation can be captured by transforming to first
eigenvectors. In this case, the first H eigenvectors (where H is the
number of selected eigenvectors) can form the transformation

matrix, P,,,, € R®"*H in which H < (L x L). Therefore, each block
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Xoiock € RV*ED can be transformed into a new data matrix
Z, 10 € RVH with lower dimensions, as follows:

8)

In this transformation, all frames within a block are trans-
formed into the new directions. The defined transformation in
Eq. (8) can be done for all training blocks in Fig. 4. Therefore, if
there are [ blocks (where [ is the number of blocks) in the training
videos (including blocks with leakages and one normal block),
there will be | transformation matrices and [ transformed matrices.
A sample result of the transformation for a sample frame within a
block is shown in Fig. 5. In this figure, the transformed matrix is
visualized as a bar plot.

Since each block shows different shapes and intensities of the
pixels, different principle components should be calculated for
each block. This concept is referred as “block-PCA” in this paper

(Fig. 6). Block(l’)(f =1,...,1) in the training blocks is represented
as Xblock(r)_train; the corresponding transformation matrix and

transformed matrix are represented as P'bl . and
ock(l')train
Z

/ _ / NxH
Zyock = XotockPpioa € R

block(l,)_train’ respecriveh"

After the definition of a set of blocks as the training set, a set of
transformation matrices, S, is defined (Fig. 6(b)). Furthermore, all
frames in each block should be transformed (mapped) into the
directions of the calculated principle components of the corre-
sponding block. A set of sample transformed (mapped) frames
from each block is shown in Fig. 6(c). The set S and the set Map
(including transformed frames) are the basis for the rest of the
analysis and the classification.
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It is worth noting that for the normal block, since all pixels
within this block are zero, there is no transformation matrix and
transformed matrix. However, in order to maintain consistency
in the text, the term “transformation matrix” is used for all blocks;
wherever it is necessary to differentiate operations for the normal
block in this text, it will be explicitly mentioned. After preparing
the training data, the classification process is performed on the test
data for leakage detection and localization in the test video.

4.4. Classification, detection, localization, and interpretation

In this work, a binary classification including normal and
anomalous classes is used to classify each block in the test data.
The aim of the classification is that if a block in the test video
includes leakages, it should be classified as anomalous; otherwise,
it should be classified as normal.

In order to detect and localize leakages in the test video, the test
video is first converted into frames and the image pre-processing
step and noise-removal mechanism are applied to the test frames.
The resulting temporal mean frames are divided into blocks. Each
frame in each block is classified separately. Finally, the correspond-
ing block is classified into the category in which the majority of its
frames belong. With this classification, anomalous blocks and nor-
mal blocks can be detected in the test video. After the detection of
anomalous blocks, the leakage can be localized in these blocks. An
overview of the process for leakage detection and localization in
test data is described in Fig. 7. In this process, blocks are processed
one by one until there is no unprocessed block in the test video.

Calculation of PCA
and transformation

=

Sample frame
with the size L x L

5
’I:> 0
_5}
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Furthermore, in each block, the mean temporal frames are pro-
cessed one by one. Classification of each frame is done when the
frame is transformed by all transformation matrices in the set S,
and there is no unprocessed transformation matrix left in this
set. Finally, the classification of the block is done when all of its
frames are classified and there is no unprocessed frame left in
the block. If a block is classified as anomalous, then the localization
of the leakage is done in the corresponding block.

The classification of each frame within each test block is per-
formed by using the set S and the Map set resulting from the train-
ing blocks. In this case, each frame in each test block is transformed
using the PCAs in the set S. Assume that the block b in the test
video is considered for classification. This block is a data matrix
represented as Xpiock(b)_test Using Eq. (6). In the first step, this data

matrix is transformed by P;lockm in set S. The result of this

_train

. . . . . (1)

transformation is the H-dimensional data matrix Zyj ., s Each
1)1D . :

data sample (transformed frame), zzbfock(b)_test)i, i=1,..,N, in data

matrix  Zij) . S compared with each data sample

1D
z(block(f )_train

blocks. The Euclidian distance between each transformed test
frame and all transformed training frames is calculated. The same
procedure is done after transforming the test block using
P/block(Z),train' P/t,lock(%min, and so forth. Afterward, by applying the
KNN [43], each frame in the test block is classified into the category
of the closest training frame. Finally, block b is classified into a cate-
gory in which the majority of its frames belong. Since the KNN

" j=1,.,N,I =1,..,1, in the transformed training

|

3 4 5 6 7 8 9 10
Sample mapping result
with the size H

12

Fig. 5. Transformation (mapping) of a sample frame within a sample block by using PCA to lower dimension H (e.g., H=10).
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Fig. 6. The concept of block-PCA for the training data. (a) The set of the blocks and a sample frame of each block. (b) The set of principle components corresponding to each
block (transformation matrices). (c) The set of sample transformed (mapped) frames in each block using corresponding principle components. Transformed frame (1) is the
result of the transformation of one frame under P{,lock(,)mm, which is calculated from training block(1) and so forth.
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Fig. 7. Steps of the proposed method for the classification of blocks in the test video using block-PCA. The orange loop shows the transformation loop of each test frame, while
the green loop shows the classification of each test frame, and the blue loop shows the classification of each test block.

algorithm is a non-parametric machine learning method, the per-
formance of PCA as a feature-selection mechanism can be evalu-
ated directly. This implies that anomalous blocks, which include
leakages, in the test video can be classified into the category of
the closest training block with similar leakage.

It is worth noting that a zero vector with size H is considered to
be a transformed matrix for this block, since there is no transfor-
mation matrix in the set S for a normal block in the training set.
All blocks in the test video will be compared with this zero vector
as well, after transformation by any other transformation matrix in
set S. If the majority of the frames within a test block have only pix-
els with zero value, they will be transformed into zero after any
transformation; therefore, they have minimum distance with a
zero vector. If a test block has the minimum distance with the zero
vector after most of the transformations, then this block is classi-
fied as normal. Finally, the test video is classified as an anomalous
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video if any anomalous block is detected within this video; other-
wise, it is classified as a normal video.

After a block is classified as anomalous, the position of the leak-
age within this block is calculated as well. For this purpose, the
center of mass is calculated in each anomalous block in order to
localize the leakage inside this block. Since the pixels in a leaking
drop are the most intensive pixels in a block, the center of mass
with a certain radius can highlight the area of the leakage. Assume
that * and ¢’ are the indices of a pixel in the vertical and horizontal
axes in a block, respectively, and m, , is the intensity of the pixel.
Then, the center of mass within a block can be calculated as
follows:

L L /
Zr’:l (Zq’:l My y )
L L
Eq’:l (Zr’:l mr’q’)

9

R(block(b)_test)i =
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where Rpiockp)_testii 1S the row (positions in the vertical and the
horizontal axes) of the center of mass within block b in frame i of
a test video.

Zz/:l (Zﬁ:] myy )q,
Sy (Spmyy)

where Cpiock(p)_testyi 1S the column (positions in the vertical and the
horizontal axes) of the center of mass within block b in frame i of
a test video. If b; and b, are the indices of block b in vertical and
horizontal axes, respectively; then the global position of the leakage
in frame i can be calculated as

C(blocl((b),test)i = (10)

Rigioba(p)_testyi = (b2 — 1) x L + Cplockp)_testi (11)

C(global(b),test)i = (bl -1)xL+ R(block(b),test)i (12)

5. Evaluation of the proposed method for leakage detection and
localization

In order to evaluate the proposed method for leakage detection
using an IR camera and machine vision techniques, the results of
leakage detection and localization in the test videos are discussed
in this section. For evaluation, two different datasets are provided.
In the first dataset, the data is provided in the MP4 format, while
the data in the second dataset is provided in the raw RAVI format.
In the following subsections, the results of the proposed method
for these two datasets are discussed. Finally, the defined require-
ments for leakage detection are evaluated based on results of the
two datasets.

5.1. Performance of the proposed leakage-detection method in video
data with MP4 format

This data set includes 25 videos with a length of 60 s each from
the laboratory demonstrator plant while it was operating under
normal conditions (nine videos) and under an anomalous condition
in which liquid was leaking from the pipelines in different posi-
tions of the plant (16 videos). The whole dataset was labeled by
experts after collecting each video from the demonstrator plant.
The frame rate of the IR camera is 25 frames per second; thus, each
video includes 1500 frames. Furthermore, the frame size is
320 x 240 pixels, of which the pixels in the area of
300 x 240=72 000 pixels are considered for image processing.
The training data includes five normal videos and nine anomalous
videos, and the test data includes four normal videos and seven
anomalous videos. In the first step of the proposed method, the
training data is divided into frames and the subtracted frames
are calculated. In the image pre-processing step, pixels with a
value of less than 0.5 (t* < 0.5) in the greyscale are set to zero in
order to remove background noise. After applying single-pixel
noise removal, temporal mean frames are calculated with k=5
for all videos. Then, for the vertical neighborhood filter, « = 2 and
g> =10 are set. Next, each training video is divided into blocks.
The block size in this case is set to L x L =40 x 40.

In order to form the set of blocks in Fig. 6, the anomalous blocks
from each training video and one normal block are selected. Then,
the PCA of each block is calculated to form the set S. In order to
obtain a suitable number for H as the number of selected principle
components for the transformation matrix in each block, the corre-
sponding eigenvalues of the principle components are calculated
for each block as well. Since the corresponding eigenvalues of the
principle components show the amount of variance in the data
after the transformation, the selected number of principle compo-
nents, H, should preserve the most variance in the data. The eigen-
values of the first 50 principle components for four selected
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anomalous blocks in the training data are shown in Fig. 8. By
selecting H=10 in each block, more than 95% of the variance in
each block can be preserved. Increasing H to greater than ten
would increase the computational complexity and dimensionality
of the transformation space without significantly changing the
variance of the data. Thus, the first ten principle components of
each block are considered to form the transformation matrix in
each block. Finally, all frames in each block are transformed based
on its transformation matrix. Therefore, the size of each frame
within a block decreases from 40 x 40 = 1600 to 10, while 95% of
the information in each frame is preserved.

For the classification of a test video, the same process is applied
as was used for the training videos. Each test video is divided into
blocks, and the frames within the blocks are transformed using the
transformation matrices in the set S. After each transformation, the
KNN algorithm with k =3 is applied to classify the frames in each
block of the test video. The value of k is selected by trial and error
in the range of [1,5], with k = 3 showing the best result. Further-
more, the Euclidean distance between the transformed frames is
considered to be the basic distance measurement for classification.
Each frame is classified separately into a category of the closest
frame in the training data based on the Euclidean distance. After
all of the transformation, if the majority of frames (more than
50%) inside a block belong to the anomalous category, then the
block is considered to be an anomalous block; otherwise, it will
be categorized as a normal block. The result of the classification
of blocks is shown in Fig. 9(a) for a test video. After detecting
anomalous blocks, localization of the leakage can be done in each
anomalous block based on the center of mass of the block
(Figs. 9(b)-(e)). The position of the leakage can be marked in each
frame after detection. In Figs. 9 (b)-(e), solid-line red circles are
drawn around the center of mass of each anomalous block with a
certain radius. In order to evaluate the accuracy of the proposed
method for the test videos, a confusion matrix is provided for each
video. The actual class of each block shows whether the block
includes a leakage or not, while the predicted class of each block
in each video shows the classification result. Table 2 summarizes
the results of the accuracy of the proposed method for each video.
In each test video, there are 42 blocks with a size of 40 x 40, and
the accuracy of the classification of the blocks in each video is cal-
culated, as shown in Table 2. The actual class, predicted class, and
accuracy of the classification for normal and anomalous blocks in
each test video with the MP4 format is accuracy = (TP + TN)/(Total
blocks), and the F; score is calculated as F; = (2TP)/(2TP + FP + FN) ;
where TP, FP, TN, and FN stand on true positive, false positive, true
negative, and false negative, respectively.

The results show that, in each video, leakages can be detected
with reasonable accuracy (greater than 90%). Among the normal
videos, only one video, in which four normal blocks in the video
are classified as anomalous blocks, is detected as an anomalous
video (Video 3). The reason for this misclassification may be the
high noise in this video, especially along the pipes, which is consid-
ered to be a line of a leakage by the proposed method. Further-
more, in the anomalous videos with leakages, some blocks are
expected to be detected as anomalous blocks but are instead clas-
sified as normal blocks (e.g., Video 8). These blocks are usually at
the bottom of the frames, while the leaking drops start from a posi-
tion at the top of the frames. In this case, by the time the leaking
drop reaches the bottom of the frame, it loses its temperature dif-
ference with its surroundings; therefore, it is faded and difficult to
observe at the bottom of the frame, especially when the drop is
small. In this case, the drops are not observable in most of the
frames in the blocks at the bottom of the video, and they will be
eliminated as noise in most of the frames. Therefore, these blocks
are classified as normal (Fig. 10). However, all drops are still
detectable in the starting position of the leakage in all cases, even
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Fig. 8. Eigenvalues of the first 50 principle components in four anomalous blocks in the training data with the MP4 input format. The eigenvalue of each eigenvector
(principle component) shows the amount of variance in the data after transformation in this direction. (a) Eigenvalues of the first sample anomalous block. The first ten
principle components preserve 95% of the whole variance. (b) Eigenvalues of the second sample anomalous block. The first ten principle components preserve 96% of the
whole variance. (c) Eigenvalues of the third sample anomalous block. The first ten principle components preserve 98% of the whole variance. (d) Eigenvalues of the fourth
sample anomalous block. The first ten principle components preserve 99% of the whole variance.

as small drops. The smallest size of the drop that can be detected in
the images is 3 x 5 pixels, with a pixel intensity greater than 0.5 in
the greyscale.

In the MP4 videos, the proposed algorithm can detect and locali-
ze leakages with a minimum of 310 frames. This number of frames
is required to remove the noise and correctly classify each block.
The analysis time for leakage detection in 310 frames is 15s
(including image pre-processing) running on 2.90 GHz central
processing unit (CPU) in a 64 GB random access memory (RAM)
environment with MATLAB 2018a (MathWorks, USA). Table 3
provides a summary of the results for the MP4 case.

5.2. Performance of the proposed leakage-detection method in video
data with the RAVI format

The second dataset used for the evaluation of the proposed
method includes 20 videos with the RAVI format, among which
four videos are normal and 16 videos are anomalous, including
leakages. Each video is 30 s long with a frame rate of 25 frames
per second. In this dataset, the size of the frames is
640 x 480 =307 200 pixels and the value of each pixel is exactly
the temperature value in that pixel. The data is divided into train-
ing data and test data, with 12 videos including 10 anomalous
videos and two normal videos being considered as training data
and eight videos including six anomalous videos and two normal
videos being considered as test data. The block size in this dataset
is set at L x L =60 x 60 pixels. The same procedure used for the
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videos with the MP4 format is considered for this dataset as well.
The training data is divided into blocks, and anomalous blocks and
one normal block are selected. The corresponding PCAs are calcu-
lated for the blocks and form the set S, and the training blocks
are transformed to the lower dimension. The main advantage of
this format, in comparison with the MP4 format, is that there is
no extra noise due to video compression. Therefore, the proposed
leakage-detection mechanism is more accurate in this format. In
the image pre-processing step, pixels with a value of less than
0.1 (2 <0.1) are set to zero to remove the background noise. After
applying single-pixel noise removal, temporal mean frames are
calculated with k =5 for all videos. Then, for the vertical neighbor-
hood filter, « =2 and g, =10 are set. Furthermore, the selected
number of principle components, H, is set to ten in this format as
well. By selecting H =10, more than 95% of the variance in each
block can be preserved. For leakage detection in the test video,
the same approach as that described in Fig. 7 is followed. Each test
video is divided into blocks and the frames within the blocks are
transformed using the transformation matrices in the set S. After
each transformation, the KNN algorithm with k=3 is applied to
classify the frames in each block of the test video. The value of k
is selected by trial and error in the range of [1,5], with k = 3 show-
ing the best result. Furthermore, the Euclidean distance between
the transformed frames is chosen as the basic distance measure-
ment for classification. Each frame is classified separately into a
category of the closest frame in the training data based on the
Euclidean distance. After the transformation and classification of
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Fig. 9. Leakage detection and localization in the test video with the MP4 input format. (a) The results of the classification of each block in the test frame. Each block in the
video is marked as an anomalous block (if it includes leakage) or a normal block (without leakage). To localize the leakages, after the detection of anomalous blocks, the center
of mass in each block is highlighted. (b-e) Sample temporal mean frames with localization of the leakage. Solid-line red circles are drawn around the center of mass in each

anomalous block with a radius of ten pixels.

the frames within a block, if the majority of frames (more than
50%) inside a block belong to the anomalous category under most
of the transformations, then the block is considered to be an
anomalous block; otherwise, it is categorized as a normal block.

In order to evaluate the accuracy of the proposed method on the
test videos with the RAVI format, a confusion matrix is provided for
each video. The actual class of each block shows whether the block
includes leakage or not, and the predicted class of each block in
each video shows the result of the proposed method in classifying
the blocks in the video. Table 4 summarizes the results of the accu-
racy for each video.

In each test video, there are 80 blocks with a size of 60 x 60. The
results show that leakages can be detected in each video with rea-
sonable accuracy. Since the noise in RAVI is less than that in MP4,
the accuracy of the proposed method in the RAVI format is higher
than that in the MP4 format. Normal videos and normal blocks are
not classified as anomalous due to less noise. Furthermore, the data
in the RAVI format are more sustainable in terms of fading effect;
in addition, drops are more detectable when they reach the bottom
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side of the frames, and they are not eliminated as noise. Therefore,
in this format, the trajectory of the leakage can be detected more
precisely. The trajectory of the leakage is shown in six frames in
Fig. 11. As shown in this figure, the angle of the camera is changed,
and it is not directly in front of the demonstrator plant. This shows
that the leakage detection is independent of the angle of the cam-
era, according to the concept of segmentation and blocking. Fur-
thermore, more than one leakage can be detected at the same
time. In this experiment, the smallest size of the drop that can be
detected in the images is 3 x 5 pixels with a pixel intensity greater
than 0.1 °C, which is 2 x 10* times smaller than the size of the
frame (640 x 480). In RAVI videos, the proposed algorithm can
detect and localize the leakages with a minimum of 120 frames.
This number of frames is required to remove noise and correctly
classify each frame. The analysis time for leakage detection is 9 s
(including image pre-processing) running on 2.90 GHz CPU in a
64 GB RAM environment with MATLAB 2018a (MathWorks, USA).
Since the videos with RAVI format are less noisy, the minimum
number of frames required for leakage detection and the
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Table 2
Actual class, predicted class, and accuracy of the classification for normal and anomalous blocks in each test video with the MP4 format.
Video Classification results of blocks Actual class of blocks Accuracy F, score
Normal Anomalous
Normal video Video 1 Predicted class of blocks Normal 42 (100.00%) 0 (0%) 100.00% 1.00
Anomalous 0 (0%) 0 (0%)
Video 2 Predicted class of blocks Normal 42 (100.00%) 0 (0%) 100.00% 1.00
Anomalous 0 (0%) 0 (0%)
Video 3 Predicted class of blocks Normal 38 (90.05%) 0 (0%) 90.00% 0.95
Anomalous 4 (9.50%) 0 (0%)
Video 4 Predicted class of blocks Normal 42 (100.00%) 0 (0%) 100.00% 1.00
Anomalous 0 (0%) 0 (0%)
Anomalous video Video 5 Predicted class of blocks Normal 36 (85.72%) 1(2.24%) 97.62% 0.98
Anomalous 0 (0%) 5(12.00%)
Video 6 Predicted class of blocks Normal 33 (78.57%) 0 (0%) 97.62% 0.98
Anomalous 1(2.38%) 8 (19.05%)
Video 7 Predicted class of blocks Normal 32 (76.20%) 2 (4.76%) 90.48% 0.94
Anomalous 2 (4.76%) 6 (14.92%)
Video 8 Predicted class of blocks Normal 29 (69.05%) 2 (4.76%) 95.24% 0.96
Anomalous 0 (0%) 11 (26.19%)
Video 9 Predicted class of blocks Normal 30 (71.43%) 3 (7.14%) 92.86% 0.95
Anomalous 0 (0%) 9 (21.43%)
Video 10 Predicted class of blocks Normal 37 (88.10%) 0 (0%) 100.00% 1.00
Anomalous 0 (0%) 5(11.90%)
Video 11 Predicted class of blocks Normal 37 (88.10%) 1(2.38%) 97.62% 0.98
Anomalous 0 (0%) 4 (9.52%)
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Fig. 10. Fading effect on some anomalous blocks at the bottom of the frames. (a) Two blocks with leakage cannot be detected on the left side of Video 8. The drops in these
two blocks are not intensive enough and are eliminated as noise in most of the frames. (b) One anomalous block at the bottom cannot be detected in Video 11 due to the
fading effect. The drops in this block are not intensive enough and are eliminated as noise in most of the frames.

Table 3
Summary of the results of the proposed method for the classification of test videos in MP4 format.

Number of test Minimum number of frames required  Average time for leakage The size of the smallest detected Average of Average of F;

videos for detection detection (s) drop in pixels accuracy score

11 310 15 3x5 96.50% 0.97
processing time are less than those for the videos with MP4 format. image size will not change the main algorithm. However, the block
Table 5 provides a summary of the results for the test videos with sizes can be adjusted to the sizes of the images. This was consid-
the RAVI format. ered for the two formats used in this paper. The RAVI format has

In this paper, the proposed method is evaluated on two differ- larger image sizes than the MP4 format; therefore, the block sizes

ent datasets with different formats, different noise levels, and dif- were larger as well.

ferent frame sizes in order to demonstrate the applicability of the

method in different formats, noise levels, and sizes. This evaluation 5.3. Evaluation of the results and hypotheses based on the defined
shows that having different formats or different sizes does not requirements

change the main steps (presented in Fig. 7) of the proposed

method. Therefore, this method can be applied to other formats As stated in Section 2, an applicable and reliable leakage-
as well. If the new format imposes more noise on the video, then detection mechanism should meet certain requirements. Since
it will reduce the accuracy of the method. Similarly, changing the the proposed method in this paper is based on visual inspection,
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Table 4
Actual class, predicted class, and accuracy of the classification for normal and anomalous blocks in each test video with the RAVI format.
Video Classification results of blocks Actual class of blocks Accuracy F, score
Normal Anomalous
Normal video Video 17 Predicted class of blocks Normal 80 (100.00%) 0 (0%) 100.00% 1.00
Anomalous 0 (0%) 0 (0%)
Video 19 Predicted class of blocks Normal 80 (100.00%) 0 (0%) 100.00% 1.00
Anomalous 0 (0%) 0 (0%)
Anomalous video Video 1 Predicted class of blocks Normal 78 (97.50%) 0 (0%) 100.00% 1.00
Anomalous 0 (0%) 2 (2.50%)
Video 13 Predicted class of blocks Normal 73 (91.25%) 0 (0%) 100.00% 1.00
Anomalous 0 (0%) 7 (8.75%)
Video 15 Predicted class of blocks Normal 75 (93.75%) 0 (0%) 100.00% 1.00
Anomalous 0 (0%) 5 (6.25%)
Video 16 Predicted class of blocks Normal 72 (90.00%) 1(1.25%) 98.75% 0.99
Anomalous 0 (0%) 7 (87.50%)
Video 11 Predicted class of blocks Normal 75 (93.75%) 1(1.25%) 98.75% 0.99
Anomalous 0 (0%) 4 (5.00%)
Video 12 Predicted class of blocks Normal 74 (92.50%) 2 (2.50%) 97.50% 0.98
Anomalous 0 (0%) 4 (5.00%)

it can provide safe and remote inspection by making it possible to
install the camera within the chemical plant and perform the
inspection remotely through the videos (Requirement R1). After-
ward, the inspection can be performed automatically by means
of image analysis without human inspection (Requirement R2).
The results of the evaluation for two different dataset formats
show that the proposed method for automatic visual inspection
for leakage has reasonable detection accuracy, and the position of
the leakages in the images can be detected correctly (Requirement
R3). Furthermore, with the proposed image pre-processing step
and the noise-removal mechanism, the method is robust to envi-
ronmental noise; the results for the MP4 dataset also show that
it is robust to additional noise as well, such as the noise resulting
from video compression (Requirement R4). As discussed in the
evaluation of the two different datasets, this method is suitable
for the detection of small drops as well. The size of the detected
drops in pixels is quite small in comparison with the size of the
whole image (Requirement R5). Since the method is based on
image segmentation, more than one leakage can be detected at
the same time, and the method is not limited by the number of
leaking positions; in addition, it is not necessary to install more
cameras to detect more leakages (Requirement R6). Furthermore,
as seen in the evaluation, the position and the trajectory of the
leakage can be detected (Requirements R7 and R8). The proposed
method can detect leakages within a reasonable time period, espe-
cially when the environment is less noisy and the input data is in
RAVI format (Requirement R9). In the evaluation with the indus-
trial expert, the accuracy of the method and the time required
for detection were satisfying, and the industrial expert found the
method to be a practical approach for real application in industrial
plants. Finally, leakage detection based on machine vision tech-
niques does not require information about the specific characteris-
tics of the liquid in the pipes, such as the density of the liquid.
Therefore, it can be applied for any type of liquid inside the pipes
(Requirement R10), as long as the liquid has a different tempera-
ture than the environment.

Based on the achieved results and the evaluation with the
industrial partner, the use of IR cameras and machine vision tech-
niques can provide a promising framework for automatic leakage
inspection (H1) in chemical process plants that is independent
from direct human inspection and suitable for remote operation.
In comparison with the current inspection method of our industrial
partner, which is based on human inspection, the proposed
method can save time, cost, and effort. Furthermore, it can provide
reliable inspection (H2) in terms of robustness to noise (H2.1),
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accuracy, detection within a reasonable time period (H2.2), and
correct position and trajectory detection (H2.3). Therefore, the
hypotheses defined in Section 2 can be confirmed.

5.4. Strengths, validity, and limitations of implementation of the
proposed method in a real large-scale chemical plant

The proposed method for the automatic visual inspection of a
chemical process plant was implemented and evaluated for a
demonstrator plant with one camera. However, the main challenge
that remains is to extend this method for use in a real large-scale
chemical plant. As stated in H3, by considering several fixed cameras
in different positions at various locations within a real large-scale
plant, the method can be extended to a real application. In order to
evaluate this hypothesis, the limitations and threats to the validity
of the method in a real industrial plant are discussed as follows:

e The first main concern about the proposed application of IR
cameras for leakage detection is that they are not good
inspection devices for an outdoor plant. They can be affected
by several factors such as weather conditions, sun, wind, and
so forth [16]. For example, the assumption in the proposed
method regarding the vertical direction of the leakage from
the pipes would be affected by strong wind in an outdoor
plant; similarly, unexpected noise caused by reflection from
different surfaces under heavy sunlight would affect the pre-
cision of the method. Therefore, the proposed method is pri-
marily suitable for indoor plants.

e Inreal application in an indoor large-scale plant, placing sev-
eral fixed cameras at various locations within the plant is a
way to implement the proposed visual inspection method.
Each camera can observe a specific part of the plant, and
the vision-based algorithm can be implemented for each
specific part of the plant that is observed by a single camera.
However, if the plant is huge, the possibility of installing
many cameras to observe all parts of the plant should be
investigated as well. Another possibility of implementing a
vision-based system in real application would be drones
with IR cameras. However, the motion of the drone can affect
the precision of the detection algorithm; furthermore, the
application of drones in an area with a high safety risk is still
questionable [18,19]. Moreover, a study in Ref. [45] showed
that mobile leak-detection platforms can act as a comple-
ment rather than as a substitute; therefore, identifying the
applications of such a platform will be very critical for
deployment on a large scale.
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Fig. 11. Trajectories of leakages in six consecutive frames in RAVI format. The red circles localize the leaking drops frame by frame and show the path of the leakage. This
video includes two leakage positions: one on the left side of the plant starting from the middle and proceeding to the bottom of the frame, and the other on the right side of

the plant at the bottom of the frame. (a-f) Consecutive frames (Frames 1-6).

Table 5

Summary of the results of the proposed method for the classification of test videos in RAVI format.

Number of test Minimum number of frames required Average time for leakage The size of the smallest detected Average of Average of F,
videos for detection detection (s) drop in pixels accuracy score
8 120 9 3x5 99.37% 0.99

e IR cameras can capture the minimum temperature difference
in a range of 0.05-0.10 °C [16]. In the proposed method, it is
assumed that the leaking liquid has a temperature difference
in comparison with its surroundings that is within the range
that can be captured by IR cameras. Therefore, if this
assumption is not the case in a chemical plant, the leaking
liquid will not be detected by IR cameras and the proposed
method will no longer be applicable. Furthermore, consider-
ing the fading problem described in Subsection 5.1, leaking
drops are not observable when they lose their temperature
difference. In that case, the leaking liquid is only observable
at the start position of the leakage.

These limitations of the proposed method are threats to the

validity and confirmation of H3. In a situation in which these
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limitations can be overcome in a real case of industrial use, the
proposed method will be applicable for a real chemical plant.

6. Conclusions and outlook

In this work, an approach based on machine vision techniques
was proposed for the detection and localization of leakages from
the pipelines of a chemical process plant. Two different video data-
sets with different formats (MP4 and RAVI) were provided from an
industrial demonstrator plant. These videos were taken by an IR
camera while the plant was operating under normal conditions
and during an anomalous condition with leakages. The camera
was a typical IR camera without any special software or extra
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hardware. The method implemented in this research performs very
well in analyzing the provided video datasets with reasonable
accuracy and detection time. The image pre-processing step and
noise filter can substantially improve the image quality. Further-
more, correct segmentation can help in detecting and localizing
leakages. Feature extraction based on PCA in each block can pre-
serve a high percentage of the information in subtracted frames
to reveal the effect of leakages while simultaneously reducing
the size of the images significantly. The trajectories of the leakages
can be detected by the segmentation and the introduced block-PCA
method in this contribution. The results showed that leakages and
their trajectories could be detected with high accuracy in the pro-
vided datasets. Furthermore, in an evaluation with an industrial
partner, the accuracy of the proposed approach and the detection
time were found to be satisfying, and the industrial partner consid-
ered the method to be an applicable approach for real industrial
plants. In future work, other possible methods such as optical flow
for image pre-processing and deep learning for classification will
be used to improve the accuracy and detection time of this method.
Moreover, one of the remaining challenges for industrial applica-
tion is the question of how best to effectively deploy this approach
for large-scale plants. The approach can be realized by installing
various cameras in different fixed positions to observe all parts of
the plant, or a camera can be deployed as a single drone with
machine vision capabilities.

Further research in this area will focus on the opportunities and
challenges in deploying such a vision-based system in a real indus-
trial environment. The detection time of this method can also be
improved in order to make it more suitable for real-time applica-
tion. In addition, the image pre-processing step and the filter algo-
rithms need revision to make them applicable for cases with new
datasets with different noise characteristics. If the leakage is not
only occurring in the vertical direction, the image pre-processing
step should be enhanced by defining suitable neighborhood pat-
terns to detect leakage in any direction. By considering different
patterns of the leakage, such as liquid spreading on the ground,
the proposed method can be extended to include a wider variety
of different leakage patterns in vison-based leakage detection.

Acknowledgements

This research is part of the project Scalable Integration Concept
for Data Aggregation, Analysis and Preparation of Big Data Volumes
in Process Industry (SIDAP), funded by the German Federal
Ministry for Economic Affairs and Energy (BMWi) (01MD15009F).
The Institute of Automation and Information Systems thanks its
industrial partners for supporting this research.

Compliance with ethics guidelines

Mina Fahimipirehgalin, Emanuel Trunzer, Matthias Odenweller,
and Birgit Vogel-Heuser declare that they have no conflict of inter-
est or financial conflicts to disclose.

References

[1] Patterson LA, Konschnik KE, Wiseman H, Fargione |, Maloney KO, Kiesecker ],
et al. Unconventional oil and gas spills: risks, mitigation priorities, and state
reporting requirements. Environ Sci Technol 2017;51(5):2563-73.

[2] SiH, Ji H, Zeng X. Quantitative risk assessment model of hazardous chemicals
leakage and application. Saf Sci 2012;50(7):1452-61.

[3] Scott SL, Barrufet MA. Worldwide assessment of industry leak detection
capabilities for single and multiphase pipelines. Report. College
Station: Offshore Technology Research Center; 2003.

[4] Chen X, Wu Z, Chen W, Kang R, Wang S, Sang H, et al. A methodology for
overall consequence assessment in oil and gas pipeline industry. Process Saf
Prog 2019;38(3):e12050.

775

Engineering 7 (2021) 758-776

[5] Barz T, Bonow G, Hegenberg ], Habib K, Gramar L, Welle ], et al. Unmanned
inspection of large industrial environments. In: Aschenbruck N, Martini P,
Meier M, Tolle ], editors. Future security. Heidelberg: Springer; 2012.

[6] Datta S, Sarkar S. A review on different pipeline fault detection methods. ] Loss
Prev Process Ind 2016;41:97-106.

[7] Sun L, Chang N. Integrated-signal-based leak location method for liquid
pipelines. J Loss Prev Process Ind 2014;32:311-8.

[8] Aamo OM. Leak detection, size estimation and localization in pipe flows. IEEE
Trans Autom Control 2016;61(1):246-51.

[9] Liu C, Li Y, Xu M. An integrated detection and location model for leakages in
liquid pipelines. J Pet Sci Eng 2019;175:852-67.

[10] Abhulimen KE, Susu AA. Liquid pipeline leak detection system: model
development and numerical simulation. Chem Eng J 2004;97(1):47-67.

[11] Verde C. Accommodation of multi-leak location in a pipeline. Control Eng Pract
2005;13(8):1071-8.

[12] Magnis L, Petit N. Impact of measurement dating inaccuracies in the
monitoring of bulk flows. Adv Electr Electron Eng 2015;13(1):30-8.

[13] Leo Kumar SP. State of the art-intense review on artificial intelligence systems
application in process planning and manufacturing. Eng Appl Artif Intell
2017;65:294-329.

[14] Golnabi H, Asadpour A. Design and application of industrial machine vision
systems. Robot Comput Integr Manuf 2007;23(6):630-7.

[15] Kurada S, Bradley C. A review of machine vision sensors for tool condition
monitoring. Comput Ind 1997;34(1):55-72.

[16] Li R, Huang H, Xin K, Tao T. A review of methods for burst/leakage detection
and location in water distribution systems. Water Sci Technol Water Supply
2015;15(3):429-41.

[17] Zhu P, Wen L, Bian X, Ling H, Hu Q. Vision meets drones: a challenge. 2018.
arXiv:1804.07437.

[18] Nouacer R, Espinoza H, Ouhammou Y, Castineira Gonzalez R. Framework of
key enabling technologies for safe and autonomous drones’ applications. In:
Proceedings of the 22nd Euromicro Conference on Digital System Design; 2019
Aug 28-30; Kallithea, Greece; 2019. p. 420-27.

[19] Lamb T. Developing a safety culture for remotely piloted aircraft systems
operations: to boldly go where no drone has gone before. In: Proceedings of
SPE Health, Safety, Security, Environment, & Social Responsibility Conference—
North America; 2017 Apr 18-20; New Orleans, LA, USA; 2017.

[20] Vollmer M, Méllmann KP. Infrared thermal imaging: fundamentals, research
and applications. Weinheim: Wiley-VCH; 2018.

[21] Nof SY. Springer handbook of automation. Heidelberg: Springer-Verlag, Berlin
Heidelberg; 2009.

[22] Yin S, Li X, Gao H, Kaynak O. Data-based techniques focused on modern
industry: an overview. IEEE Trans Ind Electron 2015;62(1):657-67.

[23] Ostapkowicz P. Leak detection in liquid transmission pipelines using
simplified pressure analysis techniques employing a minimum of standard
and non-standard measuring devices. Eng Struct 2016;113:194-205.

[24] He G, Liang Y, Li Y, Wu M, Sun L, Xie C, et al. A method for simulating the entire
leaking process and calculating the liquid leakage volume of a damaged
pressurized pipeline. ] Hazard Mater 2017;332:19-32.

[25] Rubinstein A, inventor; Hamut—Mechanics and Technology Compny Ltd.,
assignee. Fluid leakage detection system. United States patent US9939345B2.
2018 Apr 10.

[26] Ozevin D. Geometry-based spatial acoustic source location for spaced
structures. Struct Health Monit 2011;10(5):503-10.

[27] Ozevin D, HardingJ. Novel leak localization in pressurized pipeline networks using
acoustic emission and geometric connectivity. Int ] Press Vessel Pip 2012;92:63-9.

[28] Zhang H, Liang Y, Zhang W, Xu N, Guo Z, Wu G. Improved PSO-based method
for leak detection and localization in liquid pipelines. IEEE Trans Ind Inform
2018;14(7):3143-54.

[29] Delgado-Aguifiaga JA, Besancon G, Begovich O, Carvajal JE. Multi-leak
diagnosis in pipelines based on extended Kalman filter. Control Eng Pract
2016;49:139-48.

[30] Qu Z, Feng H, Zeng Z, Zhuge ], Jin S. A SVM-based pipeline leakage detection
and pre-warning system. Measurement 2010;43(4):513-9.

[31] Da Silva HV, Morooka CK, Guilherme IR, da Fonseca TC, Mendes JRP. Leak
detection in petroleum pipelines using a fuzzy system. ] Pet Sci Eng 2005;49
(3-4):223-38.

[32] Wachla D, Przystalka P, Moczulski W. A method of leakage location in water
distribution networks using artificial neuro-fuzzy system. IFAC-PapersOnLine
2015;48(21):1216-23.

[33] Nellis MD. Application of thermal infrared imagery to canal leakage detection.
Remote Sense Environ 1982;12(3):229-34.

[34] Adefila K, Yan Y, Wang T. Leakage detection of gaseous CO, through thermal
imaging. In: Proceedings of IEEE International Instrumentation and Measurement
Technology Conference; 2015 May 11-14; Pisa, Italy; 2015. p. 261-65.

[35] Atef A, Zayed T, Hawari A, Khader M, Moselhi O. Multi-tier method using

infrared photography and GPR to detect and locate water leaks. Autom Constr

2016;61:162-70.

Dai D, Wang X, Zhang Y, Zhao L, Li J. Leakage region detection of gas insulated

equipment by applying infrared image processing technique. In: Proceedings

of the 9th International Conference on Measuring Technology and

Mechatronics Automation; 2017 Jan 14-15; Changsha, China; 2017. p. 94-8.

Kroll A, Baetz W, Peretzki D. On autonomous detection of pressured air and gas

leaks using passive IR-thermography for mobile robot application. In:

Proceedings of 2009 IEEE International Conference on Robotics and

Automation; 2009 May 12-17; Kobe, Japan; 2009. p. 921-26.

[36]

[37]


http://refhub.elsevier.com/S2095-8099(21)00186-7/h0005
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0005
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0005
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0010
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0010
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0015
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0015
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0015
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0020
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0020
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0020
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0025
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0025
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0025
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0030
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0030
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0035
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0035
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0040
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0040
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0045
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0045
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0050
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0050
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0055
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0055
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0060
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0060
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0065
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0065
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0065
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0070
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0070
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0075
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0075
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0080
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0080
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0080
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0100
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0100
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0105
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0105
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0110
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0110
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0115
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0115
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0115
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0120
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0120
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0120
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0130
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0130
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0135
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0135
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0140
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0140
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0140
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0145
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0145
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0145
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0150
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0150
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0155
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0155
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0155
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0160
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0160
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0160
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0165
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0165
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0175
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0175
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0175

M. Fahimipirehgalin, E. Trunzer, M. Odenweller et al.

[38] Wang ], Tchapmi LP, Ravikumar AP, McGuire M, Bell CS, Zimmerle D, et al.
Machine vision for natural gas methane emissions detection using an infrared
camera. Appl Energy 2020;257:113998.

Araujo MS, Blaisdell SG, Davila DS, Dupont EM, Baldor SA, Siebenaler SP,
inventors; Southwest Research Institute, assignee. Detection of hazardous
leaks from pipelines using optical imaging and neural network. United States
patent US20180341859. 2020 May 19.

Fahimipirehgalin M, Trunzer E, Odenweller M, Vogel-Heuser B. Automatic
visual leakage inspection by using thermographic video and image analysis.
In: Proceedings of 2019 IEEE 15th International Conference on Automation
Science and Engineering; 2019 Aug 22-26; Vancouver, BC, Canada; 2019. p.
1282-8.

[39]

[40]

776

Engineering 7 (2021) 758-776

[41] Partridge M, Calvo RA. Fast dimensionality reduction and simple PCA. Intell
Data Anal 1998;2(1-4):203-14.

[42] Qiu B, Prinet V, Perrier E, Monga O. Multi-block PCA method for image change
detection. In: Proceedings of the 12th International Conference on Image
Analysis and Processing; 2003 Sep 17-19; Mantova, Italy; 2003. p. 385-90.

[43] Cunningham P, Delany SJ. k-nearest neighbour classifiers. Mult Classif Syst
2020. arXiv:2004.04523.

[44] Golub GH, Van Loan CF. Matrix computations. 4th ed. Baltimore: The Johns
Hopkins University Press; 2013.

[45] Ravikumar AP, Sreedhara S, Wang ], Englander ], Roda-Stuart D, Bell C, et al.
Single-blind inter-comparison of methane detection technologies—results
from the Stanford/EDF mobile monitoring challenge. Elementa 2019;7:37.


http://refhub.elsevier.com/S2095-8099(21)00186-7/h0190
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0190
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0190
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0205
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0205
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0220
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0220
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0225
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0225
http://refhub.elsevier.com/S2095-8099(21)00186-7/h0225

	Automatic Visual Leakage Detection and Localization from Pipelines in Chemical Process Plants Using Machine Vision Techniques
	1 Leakage inspection in chemical process plants
	2 Requirements and hypotheses of efficient leakage detection and localization
	3 The state of the art in leakage monitoring and localization
	3.1 Physical model-driven approaches for leakage detection
	3.2 Physical model-driven and data-driven approaches for leakage detection
	3.3 Purely data-driven approaches for leakage detection

	4 Automatic leakage inspection by means of machine vision techniques
	4.1 Image acquisition and testbed description
	4.2 Image pre-processing
	4.3 Image segmentation and feature extraction
	4.4 Classification, detection, localization, and interpretation

	5 Evaluation of the proposed method for leakage detection and localization
	5.1 Performance of the proposed leakage-detection method in video data with MP4 format
	5.2 Performance of the proposed leakage-detection method in video data with the RAVI format
	5.3 Evaluation of the results and hypotheses based on the defined requirements
	5.4 Strengths, validity, and limitations of implementation of the proposed method in a real large-scale chemical plant

	6 Conclusions and outlook
	ack19
	Acknowledgements
	Compliance with ethics guidelines
	References


