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Human agency has become increasingly limited in complex systems with increasingly automated
decision-making capabilities. For instance, human occupants are passengers and do not have direct vehi-
cle control in fully automated cars (i.e., driverless cars). An interesting question is whether users are
responsible for the accidents of these cars. Normative ethical and legal analyses frequently argue that
individuals should not bear responsibility for harm beyond their control. Here, we consider human judg-
ment of responsibility for accidents involving fully automated cars through three studies with seven
experiments (N = 2668). We compared the responsibility attributed to the occupants in three conditions:
an owner in his private fully automated car, a passenger in a driverless robotaxi, and a passenger in a con-
ventional taxi, where none of these three occupants have direct vehicle control over the involved vehicles
that cause identical pedestrian injury. In contrast to normative analyses, we show that the occupants of
driverless cars (private cars and robotaxis) are attributed more responsibility than conventional taxi pas-
sengers. This dilemma is robust across different contexts (e.g., participants from China vs the Republic of
Korea, participants with first- vs third-person perspectives, and occupant presence vs absence).
Furthermore, we observe that this is not due to the perception that these occupants have greater control
over driving but because they are more expected to foresee the potential consequences of using driverless
cars. Our findings suggest that when driverless vehicles (private cars and taxis) cause harm, their users
may face more social pressure, which public discourse and legal regulations should manage
appropriately.

� 2023 THE AUTHORS. Published by Elsevier LTD on behalf of Chinese Academy of Engineering and
Higher Education Press Limited Company. This is an open access article under the CC BY-NC-ND license

(http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Machines (e.g., automation and robots), usually powered by
artificial intelligence (AI), operate alongside humans to augment
human capacities or even replace them to reduce human vulnera-
bilities, such as fatigue and attention lapses, in various safety-
critical settings (e.g., road vehicle driving, aircraft piloting, medical
diagnosis, and surgery) [1–4]. As our research focus, automated
vehicles (AVs) are one such important application. Their wide-
spread adoption can facilitate greater safety, affordability, accessi-
bility, and sustainability [5,6]. Because human errors are behind
most traffic crashes [7,8], researchers claim that removing error-
prone human drivers from the causal chain using automated
machine drivers can significantly reduce car crashes, injuries, and
deaths [9].

The roles (or levels of agency) of human drivers and machine
drivers, which are essential for understanding who or what is
responsible when an error occurs, are described in a six-level driv-
ing automation taxonomy [10]: no automation (level 0; hereafter,
L0), driver assistance (level 1; hereafter, L1), partial automation
(level 2; hereafter, L2), conditional automation (level 3; hereafter,
L3; a human shares vehicle control with a machine and intervenes
when required), high automation (level 4; hereafter, L4; human
intervention is not required), and full automation (level 5; here-
after, L5; human intervention does not exist), as shown in Fig. 1
[10]. Similar six-level classification systems exist in other sectors,
such as surgical robotics [4,11]. Unless explicitly mentioned, we
refer to the driver/operator or user (occupant, passenger, or rider)
as ‘‘human.” In fully AVs, the human acts as a mere passenger, and
the machine is the sole driver (i.e., driverless vehicles with no
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Fig. 1. Six levels of driving automation [10]. DDT: dynamic driving task; ODD: operational design domain.
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steering wheel). Companies worldwide are developing and testing
fully AVs and other AVs. For example, China, the United States, and
other countries are piloting robotaxis (driverless taxis), a business
model for full automation.

As with every groundbreaking technology, AV technology can
introduce significant social, environmental, and economic benefits
but also lead to ethical, legal, and social problems [12,13]. Respon-
sibility attribution (particularly liability attribution) may be the
most basic and important factor if an AV causes a collision. Tradi-
tionally, drivers have carried almost all moral and legal responsi-
bilities. This driver-focused liability system would become
obsolete in the AV era. Operational responsibility in AVs is trans-
ferred from the human driver to an automated driving system
(ADS; i.e., a machine driver). This implies a transfer of retrospective
responsibility for traffic crashes [14] and raises concerns about
who should be responsible if AVs cause traffic crashes [15,16].
Vehicles are only part of a much larger sociotechnical system. For
AVs to operate on public roads, the world must change [17],
including the policymaking and legislation on responsibility attri-
bution [18,19].

Traffic crashes involving different levels of automation are
already occurring. In May 2016, a collision resulted in the death
of a driver in his Tesla Autopilot car (L2) [20] because ‘‘neither
Autopilot [an L2 system] nor the driver noticed the white side of
the tractor trailer against a brightly lit sky, so the brake was not
applied” [20]. In March 2018, an Uber developmental AV (L3)
caused the death of a pedestrian walking across a street outside
a crosswalk [21]. In this crash, the ADS inaccurately identified
the pedestrian as a vehicle, unknown object, or bicyclist and thus
delayed its braking. Simultaneously, the test driver did not notice
the pedestrian until one second before the collision. Although the
accidents were caused by the joint errors of the involved human
and machine drivers, the courts cleared both companies of legal
responsibility. The courts charged Uber’s backup driver with negli-
gent homicide in the first jury trial, who was the only person to
face criminal charges [21]. These crashes raised concerns regarding
responsibility attribution in AV accidents. A pressing concern is
that humans (frequently the nearest operator) may be—acciden-
tally or intentionally—treated as a ‘‘moral crumple zone” [22] or
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‘‘legal sponge” [23] to bear the brunt of moral and legal responsi-
bilities while having limited decision-making authority and control
over faulty machines. Uncertainty regarding responsibility attribu-
tion negatively affects AV development and deployment [16,18,24]
and slows the building of an insurance framework for AV crashes
[14].

An interesting question is whether the users of fully AVs are
subject to responsibility for their crashes. This question appears
to be naïve but has non-trivial implications. L5 AV users are merely
passengers [25] and perform limited strategic tasks, such as setting
the destination of a trip. Current legal practice holds that a faultless
passenger in a taxi, bus, or other transportation tool is not respon-
sible for the occurrence of a crash. Following this logic, L5 AV users
might expect an absolution of retrospective responsibility for any
harm caused by these vehicles that drive themselves, which would
be a motivation for their willingness to purchase or use L5 AVs.
Normative legal and ethical analyses [26–30] argue that retrospec-
tive responsibility will likely shift from humans to manufacturers
(Section 1.1) if humans do not present any illegal behaviors (e.g.,
hacking or other improper interventions). This shift appears to be
what the industry expects. Volvo [31] and Audi [32] have publicly
promised to take full responsibility for their vehicle-caused crashes
when their driverless vehicles are commercially available. In con-
trast, society might still blame its users for currently unknown rea-
sons (Section 1.2), which would cast a shadow over their future.
1.1. Responsibility attribution in normative analysis

Retrospective responsibility has at least three forms: causal,
moral (i.e., blame), and legal (i.e., liability) [12,33,34]. They are dis-
tinct factors but have close interrelationships; for instance, causal
responsibility attribution is an essential factor in blame judgment
[35]. Controllability (or agency) refers to the degree to which an
actor can volitionally alter a cause [36]. This lies at the center of
ethical, philosophical, and legal discourses involving responsibility
attribution for L5 AV accidents, which generally suggest not hold-
ing L5 AV users morally and legally responsible for the harm
caused by their vehicles.
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In ethics and philosophy, Aristotle [37], in Nicomachean Ethics,
argued that exercising responsibility requires at least two condi-
tions: the control condition (an actor must be in control of their
actions) and the epistemic condition (they must know what they
are doing and where). Controllability is associated with moral
responsibility through the control principle: Individuals can only
be morally responsible for the actions over which they have con-
trol [38–40]. This is a commonly used standard for assessing an
actor’s morally faulty behavior. In an ethical analysis, Hevelke
and Nida-Rümelin [28] argued that blaming the rider of an L5 AV
for the death of another caused by the AV when the rider did not
have an actual chance to intervene is a form of defamation. They
highlighted that this rider has no duty to be attentive to the road
and traffic and no capacity to intervene when necessary to avoid
traffic crashes. However, philosophers also note the ‘‘moral luck”
phenomenon across specific cases: One can treat an actor as an
object of moral judgment, even though a significant aspect of their
actions depends on factors beyond their control [41,42].

The association between control and legal responsibility is also
well-established [43]. The control doctrine is a legal principle in
motor–vehicle accident laws. These laws are driver-centric
because human drivers have complete control over their vehicles.
Thus, the law considers that they bear full responsibility for
crashes if there are no mitigating circumstances. Huddy [44] wrote
in ‘‘The law of automobiles” that ‘‘liability for the operation of a
motor vehicle is imposed on the person having ‘control’ of its
movements.” Legal scholars have expressed similar perspectives
on AV accidents. As riders in L5 AVs are outside the decision-
making and vehicle control loop and cannot perform any part of
the dynamic driving task, certain legal scholars argue that their rid-
ers are unlikely to be liable for accidents [25,26,29]. Vladeck [27]
described them as serving no different role than a ‘‘potted plant.”
Accordingly, Gurney [30] suggested treating manufacturers as dri-
vers of L5 AVs; vehicle manufacturers must bear the ultimate
responsibility for human drivers on current roads.
1.2. Responsibility attribution from the public opinion

As described in the ‘‘society-in-the-loop” framework for tech-
nology regulation, lawmakers should consider the values and opin-
ions of various stakeholders affected by emerging technologies
when changing regulations and legislation surrounding these tech-
nologies to make them transparent, fair, and accountable [45].
Crowdsourcing identifies and computes different stakeholders’ val-
ues, choices, and opinions while solving the non-technical conun-
drums caused by emerging technologies. As an important
crowdsourcing approach in citizen science, vignette-based experi-
ments [18,46–53] have examined how society responds if AVs
cause harm, primarily in blame attribution. Frequently, partici-
pants read about an AV crash, typically manipulated as being
caused by the human driver’s erroneous behaviors (e.g., being dis-
tracted), imagined themselves as an observer or victim in an AV
crash involving different automation levels, and then attributed
blame to multiple parties (e.g., the driver, vehicle, manufacturer,
pedestrian, developer, and government).

Among these, two studies using rating measures (e.g., from no
blame to a lot of blame) reported that a user [49] or passenger
[18] in an L5 AV did not receive the lowest level of blame when
the L5 AV caused an accident. This counter-normative finding
was not deliberately discussed in these two studies but has
received particular attention in other studies [47,53]. Bennett
et al. [47] considered four types of vehicles (L0, L2, L3, and L4/
L5). In their vignettes, the corresponding vehicle was moving on
a straight street and hit a pedestrian crossing the street; the driver
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was on his phone. However, their vignettes did not mention
whether the vehicle was faulty. From the victim’s perspective, par-
ticipants assigned blame to six stakeholders (driver, pedestrian,
car, government, manufacturer, and programmer). Bennett et al.
[47] observed that the proportion of participants who blamed the
driver decreased and those who blamed the manufacturer
increased as the automation level increased. However, approxi-
mately one-third of participants blamed the driver when the vehi-
cle was fully automated. Regarding this finding, Bennett et al. [47]
considered it as a form of ‘‘driver shaming.” As Bennett et al. [47]
still used the term ‘‘driver” in their L5 vignette, which did not
match the in-vehicle human role in L5 AVs, humans in L5 AVs in
Bennett et al.’s study may have still been blamed because of the
‘‘driver” role assigned to them. Aguiar et al. [53] observed that this
contradicts the control doctrine (Section 1.1).
1.3. Research motivation

In contrast to normative analysis, recent public-opinion studies
[18,47,49,52,53] have offered early evidence for a tendency in
responsibility attribution: people still blamed the users of L5 AVs
for crashes involving fully AVs when they did not practically have
direct vehicle control. Previous studies may encounter a method-
ological critique: The obtained tendency may result from potential
measurement errors in subjective measures [54]. For instance,
some ‘‘inattentive” participants may have not selected the sup-
posed ‘‘none” level in the responsibility measures in these surveys.
However, if we cannot attribute this finding to the potential weak-
nesses of subjective measures, it reflects a deeper psychological
aspect, which may indicate people’s responses to fully AVs and
their harm. More specifically, this may signal a social bias against
future consumers of fully AVs, which has practical implications
for the AV industry and legislation for AV crashes (e.g., negatively
impacting consumers’ incentives to use L5 AVs). It also has theoreti-
cal implications as it might indicate an asymmetry between con-
trol and responsibility, which researchers rarely examine in
social psychology research related to responsibility attribution
for the harm caused by fully autonomous machines. The question
of responsibility for machine actions has become increasingly
important. Our study also contributes to the increasing literature
on the attribution of responsibility to autonomous machines
[2,18,55,56].

Overall, current empirical evidence for the tendency in respon-
sibility attribution for L5 AV crashes is tentative (owing to poten-
tial measurement errors in subjective measures). Scholars have
yet to examine the boundary conditions and underlying mecha-
nisms. In this study, we systematically investigated and deter-
mined whether—why—people require L5 AV users to be held
responsible for the harm caused by their L5 AVs.
2. Theory and research questions

In three sequential studies with seven experiments (six in China
and one in the Republic of Korea), we focused on two research
questions. First, are L5 AV users required to take (partial) responsi-
bility for the harm caused by these vehicles? To answer this ques-
tion, we investigated its persistence and robustness under different
conditions (i.e., its potential boundary conditions) in study 1. The
second question was, what are the possible psychological mecha-
nisms? We answer this question through the lens of controllability
(study 2) and foreseeability (study 3) in attribution theories in
social psychology. Next, we explain the theoretical foundation of
these questions and the arrangement of the experiments.
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2.1. Are L5 AV users required to take responsibility for the harm caused
by their driverless AVs?

We avoid the methodological critique in previous public-
opinion studies by considering a conventional taxi passenger—
assumed to bear no responsibility for any crashes under the cur-
rent traffic law—as the referent and comparing the responsibilities
attributed to them and L5 AV users. We consider the responsibility
attributed to an owner in a private L5 car and a passenger in an L5
driverless taxi (i.e., robotaxi, a driverless service piloted world-
wide). If we found that a passenger riding in a robotaxi was also
attributed more responsibility than when riding in a conventional
taxi when the two different taxes led to the same crash, we offer
stronger evidence for the responsibility attribution pattern related
to L5 AV users.

Regarding the tendency to hold a user of an L5 AV responsible
when a driverless vehicle causes harm, we manipulated different
experimental conditions to guarantee its robustness. First, we
specified the default conditions (as a reference). Usually, when dis-
cussing responsibility, legal scholars, ethicists, policymakers, or
laypeople assess it from a third-person perspective (i.e., the obser-
ver’s perspective). Regarding the default metric for responsibility
attribution, we mimicked the practical method of assigning
responsibility to multiple agents by a court of law or liability deter-
mination authority; thus, we requested our participants to allocate
a fixed amount of responsibility to the occupant and the other
responsible agent after the involved vehicle caused a crash. Under
default conditions, the occupants were in the vehicle. Therefore,
the default condition manipulated in study 1a was that partici-
pants from the third-person perspective allocated a fixed amount
of responsibility to the in-vehicle occupant and another responsi-
ble agent (responsibility allocation � third-person
perspective � occupant presence). Accordingly, we designed sev-
eral experimental conditions (Fig. 2), as below.

Previous research [18,49] adopted the responsibility rating met-
ric (i.e., participants rated their blame assigned to the responsible
agents independently). This metric difference may contribute to
discrepancies in responsibility attribution findings among multiple
studies [46]. Thus, study 1b considered the responsibility rating
metric.

Perspective-taking is crucial for responsibility attribution [57].
Previous studies have examined the second-person perspective
(i.e., the victim perspective) [47] and third-person perspective
[49]. According to the defensive attribution theory [58] and self-
preservation tendency [59], participants from the first-person per-
spective (i.e., imagining themselves as L5 AV users) would think
they should not bear responsibility for harm caused by vehicles
Fig. 2. Theoretical framework for responsibility attribution involving L5 AV accidents. Stu
particular condition or mechanism. The default condition in study 1a was that participant
in-vehicle occupant and the other responsible agent (responsibility allocation � third-p
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beyond their control. However, if the tendency of our interest still
exists from a first-person perspective, it will receive even more
substantial evidence. Therefore, study 1c considered the first-
person perspective.

Researchers have wondered whether this tendency is because
the user is in a car (as the person nearest to the crash) [47]. We
are interested in whether the presence or absence of users in
driverless cars influences the attribution of responsibility. Thus,
as a response, study 1d manipulated that occupants are not in
the vehicle when a crash occurs.

2.2. What are potential psychological mechanisms?

If the tendency of our interest is persistent and robust, what
explains it? A simple account is that the owner of an L5 car should
be responsible for the adverse outcomes caused by the car
(although they are not operationally responsible for the dynamic
driving task), which can be supported by the association between
ownership and responsibility attribution (e.g., Refs. [60,61]). If
someone purchases and owns a car, society accepts their legal
ownership and the law protects their right to benefit from using
the vehicle. Correspondingly, society considers them responsible
for the negative outcomes caused by this car if mitigating condi-
tions do not exist (e.g., a product defect in the car). Rahwan et al.
[3] expressed a similar perspective: ‘‘If a dog bites someone, the
dog’s owner is held responsible” while discussing attribution of
responsibility after an autonomous machine causes harm. Our
work compares the responsibilities attributed to passengers in a
robotaxi and a conventional taxi. As taxi passengers in the two rid-
ing conditions do not own the taxis, we can showwhether this ten-
dency occurs due to property ownership or other unknown factors.
As we will reveal, taxi passengers are still attributed more respon-
sibility in the robotaxi than in the conventional taxi, indicating that
this tendency is not entirely due to ownership.

Attribution theories in social psychology have been developed
to understand how people identify the causes of certain events
and the necessary conditions for the attribution of responsibility.
We use attribution theories [36,62–65] to establish our theory to
explain the responsibility attribution tendency involving L5 AV
users. Specifically, we use two accounts of perceived controllability
and foreseeability, both of which play crucial roles in assigning
blame for negative outcomes.

Attribution theories and empirical research in social psychology
support the association between control and responsibility in the
control principle in ethics and philosophy (Section 1.1). Weiner’s
attribution theory [36] suggests that people examine three dimen-
sions while attempting to understand the cause of an event, one of
dy 1 (S1), study 2 (S2), and study 3 (S3) indicate the experimental studies testing the
s from the third-person perspective allocated a fixed amount of responsibility to the
erson perspective � occupant presence). C taxi: conventional taxi.
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which is controllability. According to Weiner’s theory, causal con-
trol is necessary for determining responsibility. Alicke [63] pro-
posed the culpable control model to assess the process by which
blame occurs. One of its central assumptions is that ordinary peo-
ple assess potentially blameworthy actions in terms of the actor’s
personal control over harmful events. Empirical studies support
that when machine autonomy increases and human control
decreases, people attribute less blame to the humans involved
[47,49,52,66]. In the L5 context, people might be skeptical about
whether users of L5 AVs (personally owned cars or robotaxis) can-
not intervene. Thus, a potential explanation is that although the
three occupants (an owner in his private L5 car, a passenger in a
robotaxi, and a passenger in a conventional taxi) are common in
that they literally and practically play no role in the vehicles’ driv-
ing decisions and control, people perceive the two users in the two
L5 conditions as having more control over driving and, thus, more
responsibility for the driving outcome. Study 2 (two cross-national
experiments) examined but failed to confirm this assumption,
which led to follow-up study 3.

People’s blame judgments are sensitive to the epistemic state of
the actor [62–64]. Thus, another potential account is the occu-
pants’ foreseeability of the outcome. Lagnado and Channon [64]
unpacked this construct into three varieties: subjective foresee-
ability (i.e., how likely an outcome is from the actor’s perspective),
objective foreseeability (i.e., what is in fact likely, irrespective of
what the actor actually expects), and reasonable foreseeability
(i.e., what is reasonable for the actor to expect, that is, what they
should expect, given the information available to them). Lagnado
and Channon [64] observed that subjective and objective foresee-
ability influence people’s judgment of blame. However, few
researchers have focused on empirically examining the influence
of reasonable foreseeability. Shaver [62] argued that blame attribu-
tion should be affected by what the actor should have known about
the outcome of their actions (reasonable foreseeability), not by
what they actually knew (subjective foreseeability). Reasonable
foreseeability is particularly important in legal cases, because it
is a characteristic of the tort of negligence [67]. Although the lay
and legal senses of reasonable foreseeability differ, we believe that
the lay sense of reasonable foreseeability might affect a layperson’s
attribution of responsibility. Therefore, we examined reasonable
foreseeability in study 3 and assume that people attribute more
responsibility to L5 AV users because they believe that the users
should be more aware of the consequences of using L5.

We conducted three studies sequentially (Fig. 2) to develop a
deeper understanding of responsibility attribution for L5 AV
accidents. The Ethics Review Board of the Center for Psychological
Sciences, Zhejiang University, China, approved these studies.
We ran StatCheck [68] and did not detect any inconsistencies
between the different components of our statistics (e.g., t or F
value, df, and p).
3. Study 1

Study 1 aimed to examine whether people attribute more
responsibility to users of L5 AVs (a private L5 car and a driverless
L5 taxi) than to passengers in a conventional taxi when their vehi-
cles cause identical pedestrian injuries and whether this tendency
is robust under different experimental conditions. Study 1a set the
default condition: Participants from the third-person perspective
allocated a fixed amount of responsibility to the in-vehicle occu-
pants and another responsible party. Study 1b used the metric of
responsibility rating (vs responsibility allocation in study 1a),
study 1c considered the first-person perspective (vs the third-
person perspective in study 1a), and study 1d considered the
absence of occupants (vs the presence of occupants in study 1a).
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3.1. Method

All experiments adopted a vignette-based design [1,18,47,49] in
which participants read about a hypothetical crash and then attrib-
uted responsibility to the involved parties.

3.1.1. Participants
We adopted a between-subjects design and manipulated three

riding conditions (an owner in his private L5 car, a passenger in
an L5 taxi, and a passenger in a conventional taxi). We aimed to
recruit at least 120 participants online for each condition in all
experiments, reaching a rule of thumb for an 80% powered study
(i.e., at least 100 participants per condition) [69].

We excluded data from one participant in study 1a and two in
study 1c, as their ages were under 18 years (which did not meet
our predetermined requirement). We recruited participants online
using a sampling service provided by a platform in China (Sojump).
The study’s participants were as follows: study 1a: n = 393,
Mage = 30.4 years, 45.5%women; study 1b: n = 391,Mage = 30.5 years,
50.4% women; study 1c: n = 389, Mage = 30.6 years, 48.1% women;
study 1d: n = 371, Mage = 31.1 years, 53.4% women. A sensitivity
test [70] showed that our final sample size in studies 1a�1d could
provide 80% power to detect an effect of gp2 = 0.024–0.026 (small
to medium effect size; a = 0.05). Table S1 in Appendix A provides
more demographic information about our participants.

3.1.2. Procedure
We randomly allocated participants to one of the three riding

conditions. Participants first read a definition of L5 under two L5
conditions (adapted from Ref. [10]): ‘‘An L5 automated vehicle
refers to: A fully automated driving system can perform all aspects
of the dynamic driving task, deal with all circumstances, perform
fully automated driving, and free the hands and feet of the driver
completely. There is no steering wheel or pedals; thus, car occu-
pants cannot intervene in any driving task,” accompanied by a gra-
phic illustration (adapted from Diels and Bos [71]).

Subsequently, participants read about a crash scenario. Take the
private L5 car, for instance; the crash in studies 1a and 1b was ‘‘On
an urban road, an L5 automated driving car is carrying its owner
and operating in the automated driving mode. It strikes a pedes-
trian suddenly crossing the road and causes injury. Before this col-
lision, the car owner is on his phone, and the fully automated
driving system does not work properly” (Refs. [47,49]). It mirrored
the first pedestrian fatality caused by Uber’s AV in 2018 [21]. Study
1c considered the first-person perspective. So, we asked partici-
pants to imagine themselves as the in-vehicle occupant. Thus,
the crash vignette’s wording had a minor change in that the in-
vehicle occupant (owner in L5 car and passenger in L5/conven-
tional taxis) was replaced by ‘‘you” in study 1c. Study 1d consid-
ered the absence of occupants: The occupant called the involved
vehicle via a smartphone application and waited for its arrival,
and a crash occurred during the waiting period. All the crash sce-
narios are listed in Table S2 in Appendix A.

After reading about the crash, participants allocated or rated
three types of responsibility (causal responsibility, blameworthi-
ness, and legal responsibility, appearing randomly) [12,34] to one
of the three occupants. Study 1b measured responsibility rating,
and the other three measured responsibility allocation. For
instance, the three questions for responsibility rating in the private
L5 car condition were (started with ‘‘You think in this crash”):
‘‘To what extent did the car owner cause the pedestrian injury?”
(causal responsibility), ‘‘To what extent should the car owner be
blamed for this crash?” (blameworthiness), and ‘‘To what extent
should the car owner be legally responsible for this crash?” (legal
responsibility) on a ten-point scale (1 = very low to 10 = very high)
(adapted from Liu and Du [72]). The three questions for
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responsibility allocation in other studies were (started with ‘‘You
think in this crash”): ‘‘To what extent was the pedestrian injury
caused by the car owner and the other party (the L5 car manufac-
turer), respectively?” (causal responsibility), ‘‘How much blame
should be allocated to the car owner and the other party (the L5
car manufacturer), respectively?” (blameworthiness), and ‘‘How
much legal responsibility should be allocated to the car owner
and the other party (the L5 car manufacturer), respectively?” (legal
responsibility). Participants allocated a fixed amount of responsibil-
ity (fixed amount = 10) between them using a slider or direct
numeric input (adapted from Kirchkamp and Strobel [73]).

In the other two riding conditions, we replaced the term ‘‘car
owner” with ‘‘in-vehicle passenger.” The other responsible party
was the L5 taxi manufacturer and service operator in the L5 taxi
condition and the taxi driver in the conventional taxi condition.
We made these changes to match the roles of these responsible
parties (although differences in words might influence partici-
pants’ judgments). We asked participants to ignore pedestrian
responsibility while allocating responsibility. We did not specify
the L5 vehicles as the responsible party in the two L5 conditions,
given that machine agency does not intrinsically make machines
moral agents [74] and machines such as L5 vehicles cannot
respond to punishment and blame [27]. In addition, before ascrib-
ing responsibility, we measured the negative affect evoked by the
crash, as shown in Appendix A .

Finally, participants submitted their gender, age, and possession
of a driving license and received compensation equivalent to 0.31
USD.

3.2. Results and discussion

As the judgments of the three responsibility measures were
similar in magnitude and had a significant internal consistency,
we averaged them to obtain a single factor of responsibility rating
(Cronbach’s a = 0.94 in study 1b) or allocation (Cronbach’s
a = 0.90–0.92 in other sub-studies), similar to previous research
[18]. We conducted analysis of covariance (ANCOVA) tests with
occupant responsibility as the outcome variable, riding condition
(L5 car = 0, L5 taxi = 1, conventional taxi = 2) as the independent
variable, and gender (male = 0, female = 1), age, and possession
of a driving license (no = 0, yes = 1) as the three covariates. Fig. 3
presents the estimated marginal means (EMMs) for perceived
occupant responsibility under different conditions. We selected
ANCOVA rather than analysis of variance because the demographic
factors of participants in study 1d were not statistically equal
across the three riding conditions (which was a coincidence;
Table S1). Thus, we added participants’ demographic factors as
covariates and controlled them in all statistical analyses (for con-
sistency). Pairwise comparisons were performed using the least
significant difference method.

The riding condition had a significant influence on occupant
responsibility in all four surveys (study 1a: F(2, 387) = 42.69,
p < 0.001, gp2 = 0.181; study 1b: F(2, 385) = 62.04, p < 0.001,
gp2 = 0.244; study 1c: F(2, 383) = 45.70, p < 0.001, gp2 = 0.193; study
1d: F(2, 365) = 4.10, p = 0.017, gp2 = 0.022). Participants attributed
more responsibility to the two L5 users than to the conventional
taxi passenger (ps < 0.01; Fig. 3), regardless of the responsibility
metric (responsibility rating vs allocation), participants’ perspec-
tive (first-person vs third-person perspective), or their absence
and presence (occupant absence vs presence). The occupant
absence in study 1d was the only exception where the two taxi
passengers received equal responsibility (p = 0.441); however, par-
ticipants still allocated more responsibility to the owner waiting
for his private L5 than the passengers waiting for the L5 taxi
(DEMM = 0.51, t = 2.04, p = 0.042) and conventional taxi
(DEMM = 0.70, t = 2.77, p = 0.006), as shown in Fig. 3(d).
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Previous studies offered early evidence that neither users
[18,49] nor drivers of L5 AVs [47] received an attribution of ‘‘none”
responsibility in their measures (in terms of blame assignment)
when these vehicles cause a crash. Taking a faultless passenger
in a conventional taxi as the referent, we offer clear-cut and robust
evidence that people generally attribute more responsibility to
users in L5 AVs (private cars and robotaxis) than to conventional
taxi passengers in all conditions when their vehicles cause identi-
cal crashes and damage. The obtained responsibility attribution
tendency is puzzling and counter-normative because the users in
L5 AVs (private cars or robotaxis) play literally and practically no
role in the vehicles’ driving decisions and control.
4. Study 2

To interpret the puzzling finding obtained in study 1, we
extended study 1a to explore the underlying psychological mecha-
nisms in studies 2 and 3. Study 2 assumed that observers believe
that the users of driverless vehicles have more control over driving
and thus more responsibility for the driving outcome. Note that
such a belief is technically incorrect because in-vehicle occupants
are merely passengers of driverless vehicles and do not have direct
vehicle control. As study 2 considered participants from China
(study 2a) and the Republic of Korea (study 2b) to examine this
assumption, its cross-national design also showed whether the
obtained responsibility attribution tendency exists in different
countries.

4.1. Method

4.1.1. Participants
As in study 1, we adopted a between-subjects design and

manipulated the three riding conditions in each survey. Partici-
pants were recruited online through Sojump in China (study 2a:
n = 395, Mage = 30.0 years, 47.6% women) and Survey Billy in the
Republic of Korea (study 2b: n = 360, Mage = 41.4 years, 40.3%
women). In addition, we excluded one participant as he was under
18 in study 2a. The sample sizes could provide 80% power to detect
an effect of gp2 = 0.024 in study 2a and 0.026 in study 2b (small to
medium effect size; a = 0.05).

4.1.2. Procedure
Study 2’s procedure was identical to that of study 1a, with a dif-

ference in the measures. Studies 2a and 2b requested participants
to rate occupant controllability while driving before they became
aware of a crash. Participants responded to three items (taking
the private L5 car, for instance), ‘‘I feel that while riding in the L5
automated driving car, the whole driving process is under the con-
trol of the in-vehicle owner/the in-vehicle owner controls the
whole driving process/the in-vehicle owner is in charge of the
whole driving process,” on a seven-point scale (1 = strongly dis-
agree to 7 = strongly agree), for their perceived controllability of
the in-vehicle humans (the owner in the L5 car or the passenger
in the L5/conventional taxis). These three items for perceived con-
trollability (Cronbach’s a = 0.90 in Study 2a and 0.93 in study 2b)
were adapted from Ref. [60]. As in study 1a, participants responded
to the three questions for responsibility allocation (Cronbach’s
a = 0.94 in study 2a and 0.95 in study 2b) and one question for neg-
ative affect.

4.2. Results and discussion

Study 2 replicated the results of study 1a. An ANCOVA revealed
a significant influence of the riding condition on perceived
occupant responsibility (study 2a: F(2,389) = 41.07, p < 0.001,



Fig. 3. Estimated marginal means (EMMs) of occupant responsibility in (a) study 1a, (b) study 1b, (c) study 1c, and (d) study 1d. Error bars = ±2 standard errors (SEs).
*p < 0.05; **p < 0.01; ***p < 0.001. We set study 1a as the default (responsibility allocation � third-person perspective � occupant presence). The difference between the other
three sub-studies and study 1a is shown in the caption.
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gp2 = 0.174; study 2b: F(2,354) = 15.65, p < 0.001, gp2 = 0.081). Per-
ceived occupant responsibility was different across the three riding
conditions in both countries (ps < 0.01; Figs. 4(a) and (b)), which
was most in the L5 car and least in the conventional taxi, with
the only exception that the occupant responsibility in the L5 car
condition was marginally more than that in the L5 taxi condition
in the Republic of Korea (DEMM = 0.53, t = 1.74, p = 0.083;
Fig. 4(b)).

The pooled data across the three riding conditions showed a
positive association between perceived controllability and respon-
sibility allocation (study 2a: r = 0.41, p < 0.001, 95% confidence
interval (CI) [0.33, 0.49]; study 2b: r = 0.21, p < 0.001, 95% CI
[0.11, 0.31]). However, study 2 rejected our assumption that obser-
vers believe that the occupants of driverless vehicles have more
controllability (agency) over driving and, thus, more responsibility
for the driving outcome, as they judged that the occupants had
equal controllability across the three riding conditions (study 2a:
p = 0.872; study 2b: p = 0.117; Fig. 4).

We also included participants’ nationality (China = 0, the
Republic of Korea = 1) as an independent variable based on previ-
ous ANCOVA tests. We observed non-significant main effects of
nationality (p = 0.962) and riding condition (p = 0.621) on occupant
controllability, with a non-significant interaction effect (p = 0.306).
With respect to perceived occupant responsibility, nationality
(F(1, 746) = 14.83, p < 0.001, gp2 = 0.019) and riding condition
(F(2, 746) = 52.26, p < 0.001, gp2 = 0.123) had a main effect. Their
interaction effect was not significant (p = 0.099). South Korean
participants perceived more occupant responsibility than Chinese
participants (DEMM = 0.79, t = 3.85, p < 0.001; see Fig. 4). Perceived
occupant responsibility was different across the three riding
conditions (ps < 0.01), as reported previously.
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Several recent studies [46,47] adopted (but did not empirically
examine) this concept of human controllability to explain why
users or drivers take less responsibility when vehicle automation
levels increase. Corresponding with Weiner’s [36] attribution the-
ory, when our participants perceived the occupants to have greater
control over driving, they allocated more responsibility to human
occupants under all three riding conditions in both countries. How-
ever, their perceived occupant controllability did not account for
the differences in the responsibilities they attributed to the occu-
pants under the three riding conditions.
5. Study 3

Study 2 failed to confirm the role of perceived controllability in
explaining the observed responsibility attribution tendency involv-
ing L5 AV accidents. As explained in Section 2.2, follow-up study 3
examined the assumption that people attribute more responsibil-
ity to L5 AV users because they believe that L5 AV users should
be more aware of the consequences of using driverless vehicles
(reasonable foreseeability).
5.1. Method

5.1.1. Participants
As in study 1a, we recruited participants online in China and

excluded two as their age was under 18, leaving a final sample of
369 participants (Mage = 30.6 years, 51.8% women), which could
provide 80% power to detect an effect of gp2 = 0.026 (small to med-
ium effect size; a = 0.05).



Fig. 4. EMMs of occupant responsibility and controllability in (a) study 2a in China and (b) study 2b in the Republic of Korea. Error bars = ±2 SE. **p < 0.01; ***p < 0.001.
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5.1.2. Procedure
Study 3 had the same procedure as Study 1a’s procedure, with a

difference in the measures. Participants responded to two items
(adapted from McCaul et al. [75]) assessing the occupants’
foreseeability over the crash and the consequence of their riding
(Cronbach’s a = 0.80) after judging responsibility allocation. They
also responded to three items assessing the other responsible
party’s controllability (Cronbach’s a = 0.83; Appendix A) before
participants heard about the crash. We measured foreseeability
by the following (taking the private L5 car, for instance): ‘‘I think
the in-vehicle owner should be able to foresee these kinds of
crashes,” and ‘‘I think the in-vehicle owner should be able to fore-
see potential crash consequences from riding in L5 automated
driving cars,” on a seven-point scale (1 = strongly disagree to
7 = strongly agree). Subsequently, we measured responsibility allo-
cation (Cronbach’s a = 0.89) and negative affect as done previously.
5.2. Results and discussion

As earlier, the riding condition influenced perceived occupant
responsibility (F(2,363) = 34.13, p < 0.001, gp2 = 0.158). This differed
across the three conditions (ps < 0.001), and was highest for the L5
car and lowest for the conventional taxi, as shown in Fig. 5(a). The
riding condition also significantly influenced perceived foresee-
ability (F(2,363) = 37.19, p < 0.001, gp2 = 0.170). Perceived occupant
foreseeability differed across the three conditions (ps < 0.001) and
was highest for the L5 car and lowest for the conventional taxi, as
shown in Fig. 5(a). It was positively correlated with perceived
occupant responsibility across the three riding conditions
(r = 0.50, p < 0.001, 95% CI [0.42, 0.57]).

We conducted a mediation analysis (model 4 with 5000 resam-
ples, following Hayes and Preacher [76]) with the riding condition
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as the multi-categorical independent variable (we designed two
contrasts: the L5 car relative to the conventional taxi and the L5
taxi relative to the conventional taxi). Our mediation analysis
showed the indirect effects of the riding condition through per-
ceived occupant foreseeability (f1 = 0.81, 95% CI [0.56, 1.10];
f2 = 0.48, 95% CI [0.27, 0.73]; Fig. 5(b)). As the direct effect of the
riding condition was still significant (c10= 1.22, p < 0.001; c20 =
0.58, p = 0.015), perceived occupant foreseeability had a partial
mediating effect.

Therefore, study 3 supported the idea that people attribute
more responsibility to L5 AV users because they believe they
should be more aware of the consequences of using L5 AVs. Thus,
we identified the role of reasonable foreseeability [64] in explain-
ing why people have different judgments of occupants’ responsibil-
ity when they ride vehicles (L5 AVs vs conventional taxis) and
cause identical harm.
6. Summary of the differences in responsibility attribution

Through a series of single-paper meta-analyses [77], we sum-
marized the results of studies 1a, 1b, 2a, 2b, and 3 (all related to
the third-person perspective and occupant presence). As studies
1c and 1d had unique, single-study-level moderators (first-
person perspective and occupant absence), we could not analyze
their results using the current single-paper meta-analyses. The
point estimates of the simple effect of L5 car versus conventional
taxi, L5 taxi versus conventional taxi, and L5 car versus L5 taxi
were 1.07 (95% CI [0.93, 1.21]), 0.67 (95% CI [0.53, 0.82]), and
0.40 (95% CI [0.25, 0.54]) (all in standard deviation units), respec-
tively (Fig. 6). Therefore, participants allocated the users of driver-
less vehicles (private cars and robotaxis) more responsibility than
conventional taxi passengers when these vehicles caused a crash.



Fig. 5. (a) EMMs of occupant responsibility and foreseeability and (b) mediation analysis in study 3. Error bars = ±2 SE. *p < 0.05; **p < 0.01; ***p < 0.001.
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7. General discussion

Are users of fully automated and driverless vehicles subject to
responsibility for their crashes? If so, then on what grounds? These
questions are emerging in an era of machines and AI rising in trans-
portation [18,19] and other safety–critical settings [1]. Our
research is among the first to analyze human responsibility for
the adverse outcomes of using machines with full automation.
Next, we discuss the implications of our findings in both theory
and practice.
Fig. 6. Single-paper meta-analyses of the influence of riding condition on occupant
responsibility attribution (rating and allocation) in studies 1–3. The thick and thin
lines represent 50% and 95% confidence intervals, respectively.
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Our theoretical contributions lie in the empirical investigation
of the determinants and psychological processes of responsibility
attribution after fully automated machines cause harm. We expect
our findings to have practical implications, because responsibility
attribution is essential for understanding consumer reactions
[60,78] and determining AV design and pricing [18]. Our findings
uncovered societal expectations of liability determinations for AV
crashes, thus offering insights for building a socially acceptable
regulatory scheme.

7.1. Theoretical implications

Most normative analyses from ethics, law, philosophy, and
other disciplines or common sense dictate that it is unfair to hold
a passenger or owner of a driverless car responsible for an act over
which they have no requisite control [18,24]. In contrast, previous
empirical studies [18,47,49,52,53] offered early evidence that users
(or ‘‘drivers”) of L5 fully AVs did not receive an attribution of ‘‘no”
responsibility when these vehicles caused a crash. Thus, a conflict
might exist between objective controllability and responsibility
[53]. Researchers have not yet examined its potential boundary
conditions and underlying reasons.

In our three studies with seven experiments, we treated the
conventional taxi passenger as the reference (who is attributed
no responsibility for the involved crash according to the current
tort system). We compared the responsibilities attributed to this
faultless passenger and L5 AV users (L5 car owners and taxi pas-
sengers). We observed an interesting ‘‘dilemma” or tendency:
Although L5 AV users have no direct vehicle control, people might
require them to take partial responsibility for harm caused by
these vehicles. This counterintuitive tendency was robust across
the different contexts studied. In particular, participants imagining
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themselves as L5 AV users also assigned more responsibility to
themselves than participants imagining themselves as conven-
tional taxi passengers (Fig. 3(c)), which is surprising given the exis-
tence of the well-known self-serving tendency [59] or defensive
attribution tendency [58]. It parallels the idea that society could
impose strict liabilities on the owners of driverless cars [79]; how-
ever, this idea cannot explain why passengers in driverless taxis
are also required to bear more responsibility than those in conven-
tional taxis. Similarly, the concept of ownership (i.e., possession of
an object) may account for more responsibility attributed to the
owners of driverless cars [60,61] but cannot account for more
responsibility attributed to the passengers of driverless taxis.

Therefore, our theoretical contribution is that we confirmed the
persistence of this human tendency (a conflict between objective
controllability and responsibility) through robust evidence and
explained it through the lens of foreseeability [62,63], more specif-
ically, reasonable foreseeability [64]. Observers are more likely to
perceive that users of driverless vehicles (private cars or taxis)
should be able to foresee the consequences of the trip and thus
apportion more responsibility to these users for their vehicle-
caused crashes. This may be counterfactual thinking or a biased
intuitive reaction to these users, as they may not have more fore-
sight in reality [80]. Underlying the role of reasonable foreseeabil-
ity may be that observers think using driverless vehicles is riskier
than using conventional taxis and thus blame their users more if
driverless vehicles cause traffic risks and harm. Reasonable fore-
seeability also predicts liability in classic tort doctrines such as
negligence, product liability, and strict liability [67,81,82],
although its meaning in lay terms differs from that in these
doctrines.

The broader literature on responsibility attribution involving
autonomous machines [2,55,56] has discussed important factors
influencing responsibility attribution, such as perceived intention
and objective foreseeability. We contribute to the literature by
examining the responsibility attributed to users when fully auton-
omous machines err and highlight the importance of reasonable
foreseeability of machine users on the responsibility attributed to
them. For instance, Hidalgo et al. [55] reported that a company hir-
ing an AI machine (vs a human marketer) to create advertising
images was attributed much more responsibility when the AI
machine (vs the human marketer) created identical lewd images.
According to our findings, the reasonable foreseeability of the com-
pany may partly account for Hidalgo et al.’s findings.

7.2. Practical implications

Before discussing the potential practical implications, we
emphasize that we do not state that participants’ judgments col-
lected from our experiments should be directly translated into
legal rules for AV accidents. However, their judgments should be
appropriately anticipated and managed in public discourse and
legal regulations.

Even if AVs are eventually safer than human drivers, they still
cause road trauma and thus raise concerns about who or what
should be responsible. Certain voices from the AV industry and leg-
islative provisions can alleviate consumers’ legal concerns result-
ing from the use of driverless vehicles. For instance, several
automakers such as Volvo [31] and Audi [32] have publicly pro-
mised that they will take full responsibility for their vehicle-
caused crashes; the UK’s Automated and Electric Vehicles Act
2018 suggests that the insurer is liable for the damage caused by
an insured AV when it is driving itself on the road rather than its
owner if it is used appropriately [83].

However, our observed ‘‘dilemma” is that although L5 AV users
(L5 car owners and taxi passengers) have no direct vehicle control,
society might require them to take partial responsibility for harm
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caused by these vehicles—the results of our seven experiments
might suggest a different possibility in the future. We do not con-
sider it an attributional error of ‘‘naïve” participants. Instead, it
might indicate a social bias against users of driverless vehicles in
terms of responsibility attribution. Previous empirical studies
observed that laypeople [72,84,85] and trial judges [86] assess
AV-caused crashes (vs identical human-caused crashes) more
severely and blame them more, thus exhibiting biases toward
AVs and their usage concerning responsibility attribution. More
broadly, it might speak to a negative social signal for using auton-
omous machines over which humans have no control [87].

In line with our discovery, specific legal regulations require
owners or users of L5 AVs to bear liability for crashes caused by
their vehicles, even when the accidents are beyond their control.
Recently, Shenzhen City, China, issued a first-of-its-kind regulation
to fill the legal gap for AVs and clarify rules for responsibility in the
event of AV accidents [88]. It states that if there is a human driver
in the driver’s seat and the vehicle is operating autonomously, the
driver will be held responsible by transportation authorities; if no
driver is in the driver’s seat, the owner or user of the vehicle takes
the responsibility (in terms of paying compensation to the victim);
if the vehicle’s defects cause the accident, the owner or user of the
vehicle, after paying the bill, can seek compensation from the vehi-
cle manufacturer or seller. This regulation is friendly to the manu-
facturer but not to the owner or user. Under this regulation, the
owners or users of L5 AVs are still the locus of liability; however,
our participants from China and the Republic of Korea required
them to bear partial or minor responsibility (i.e., they are not the
major responsible party).

Although our central findings and the current legal regulation in
Shenzhen, China [88] both support the idea that L5 AV owners or
users are not clear of responsibility if these driverless cars cause
harm, we believe that such a responsibility scheme might backfire.
Our findings imply a potential psychological roadblock to driver-
less car adoption: when encountering crashes, consumers of
driverless cars may face greater public pressure and moral con-
demnation. Judges are likely to have reactions similar to layper-
sons [86]. Thus, in public discourse and legal proceedings, society
might regard consumers of driverless vehicles as a ‘‘moral crumple
zone” [22] or ‘‘legal sponge” [23], shifting responsibility from
driverless vehicle manufacturers and/or ride-sharing operators.
Blaming consumers could prevent ownership or use of these fully
automated and driverless vehicles, casting a shadow over their
future. Specific measures, such as public discourse and insurance
[18,72,80], are required to reduce this social blame against con-
sumers of driverless vehicles after crashes and to reduce the bur-
den of responsibility placed on them.
7.3. Research limitations

Given the theoretical and practical implications of our study, it
is crucial to highlight its limitations. First, similar to other vignette-
based experiments, our vignette-based experiments may lack suf-
ficient psychological realism [18]. However, they mimic how peo-
ple interact with AV accidents in the coming decades [55]: ‘‘by
hearing stories about them in the news or social media.” The
experimental vignette methodology is widely used and well-
studied in the behavioral and social sciences. Zhai et al. [51]
recently analyzed public judgments of responsibility after an
actual AV crash (i.e., the 2018 Uber AV crash) and then examined
more variations of this crash in a vignette-based experiment. The
two mixed methods produced a similar finding in that Uber’s test
driver was attributed more responsibility than the company (i.e.,
Uber). Their research provides evidence of the external validity of
vignette-based studies.
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Second, responsibility judgments usually occur within a richer
context than the carefully controlled scenarios used in our work,
influenced by more contextual factors, such as emotion-arousing
details and standpoints expressed in news reports [18]. Third,
our findings may have cultural limitations, as we obtained them
from two Asian countries. Future studies should examine this issue
in different cultural contexts. Finally, we cannot rule out that other
accounts in addition to reasonable foreseeability might be effective
(e.g., the occupant’s ‘‘proximity” to the crash and participants’
lower trust in driverless vehicles versus conventional vehicles) to
explain the obtained responsibility attribution tendency involving
driverless vehicles.

8. Conclusions

With a focus on fully automated driverless vehicles, our
research reveals a dilemma that consumers of fully AVs (owners
of fully automated cars and passengers of driverless taxis) versus
passengers in conventional taxis are attributed more responsibility
when these vehicles cause identical harm (although none of these
riders have direct control over driving). This responsibility differ-
ence is partly because they are expected to have more foreseeabil-
ity over the riding consequences (reasonable foreseeability). The
observed dilemma indicates the potential social blame against con-
sumers of driverless vehicles after crashes. Public discourse, insur-
ance, and other societal measures should focus on reducing the
social blame and burden of responsibility placed on driverless-
vehicle consumers.
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