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In 1950, computer pioneer Alan Turing proposed a test for arti-
ficial intelligence (AI) that came to be named after him: A machine
with Al should be able to chat with a human and convince them it
was human [1]. While it has become increasingly evident that the
Turing test is not an adequate definition of Al, it has long been seen
as an important milestone. That milestone was reached on 30
November 2022, when the small but lavishly funded company
OpenAl (San Francisco, CA, USA) released ChatGPT, a new version
of its chatbot, a generative Al program that produces text in
response to natural language prompts. (A generative Al produces
text or images, distinguishing it from Al that translates text or rec-
ognizes images.) In the eyes of many users, ChatGPT not only
passed but obliterated the Turing test (Fig. 1).

Most of the time, ChatGPT produces fluent and highly persua-
sive English text that would probably earn a good grade in a writ-
ten paper assignment for a high-school or university class.
According to news reports, some students have started using it
to write their essays [2].

Even experts in Al were impressed, sometimes reluctantly. “I
was blown away by GPT-3 (ChatGPT’s predecessor), and I was
blown away again by ChatGPT,” said Oren Etzioni, the founding
chief executive officer of the Allen Institute for Al, in Seattle,
WA, USA. “I cannot believe I am saying this, but it is a game-
changer, in terms of meeting people where they are,” said

Fig. 1. Named after the computer pioneer who proposed it in 1950, the “Turing
test” suggests that Al will be achieved when a machine can converse with humans
and convince them that it is human. ChatGPT, the Al-based chatbot released in
November 2022 by the San Francisco, CA, USA-based company OpenAl appears to
have met this milestone. Credit: Gerd Altmann/Pixabay (CCO).

https://doi.org/10.1016/j.eng.2023.04.004

Richard Baraniuk, professor of electrical and computer engineer-
ing at Rice University in Houston, TX, USA. In his blog, noted Al
skeptic and author Gary Marcus, professor of psychology at New
York University in Brooklyn, NY, USA, wrote, “The genie is out
of the bottle” [3].

ChatGPT became the fastest-growing online app for consumers
in history, reaching one million users in the first five days after its
release and 100 million in its first two months (dwarfing, for exam-
ple, TikTok, which took nine months to reach the latter milestone)
[4]. Users discovered that ChatGPT could simply be fun. In an exer-
cise intended to demonstrate how the program might identify
itself, the author of this article asked it to write a poem about
steganography, the art of concealing hidden messages in text, in
which the first letters on each line would spell “Written by
ChatGPT.” ChatGPT’s reply was arguably better than any poem a
human might have written under these constraints (Fig. 2).

However, it has become clear that ChatGPT’s brilliance is only
skin deep, with some troubling issues lying right beneath the sur-
face. The program is utterly indifferent to the truth or falsehood of
its writings [3]. For example, when prompted to write about how
churros (a soft Mexican bread treat) could be used for surgery, it
produced several enthusiastic paragraphs, without ever question-
ing their plausibility [5]. It also does not quite follow directions.
While the first letters of the lines in the steganography poem
(Fig. 2) were supposed to spell “Written by ChatGPT,” they do
not. They spell a nonsense word, “WRITBNAGPTHAPT,” as if the
program had started to obey the prompt but then got tired.
ChatGPT'’s precursor, GPT-3, even had trouble with arithmetic cal-
culations [6].

OpenAl's release of ChatGPT seems to have prompted Google to
accelerate its Al roll out. On 6 February 2023, two months after
ChatGPT’s debut, Google (Mountain View, CA, USA) released Bard,
its own new chatbot [7]. Google has in fact been an industry leader
in Al for years. In 2017, Google engineers devised the architecture
that all large language models now use, called the “transformer”
model [8]; the abbreviation GPT stands for “generative pre-trained
transformer.” While Google had inserted a transformer model
called BERT (for Bidirectional Encoder Representations from Trans-
formers) into Google Search in 2019, the company had previously
moved slowly on generative Al programs, on purpose: In late 2022,
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Written words can hold secrets deep inside

Random letters, numbers and symbols are the key
Images, audio files, and documents too

The art of hiding messages is old yet new

By using algorithms and encryption

Nothing seems to be out of the ordinary, just deception
A message can be hidden in plain sight

Going unnoticed, into the night

Perfect for secret communication

Transmitting information with discretion

Hidden messages waiting t be revealed

Acquiring knowledge that others have concealed
Passwords and codes can be embedded

The art of steganography is not to be underestimated.

Fig. 2. Output of ChatGPT prompted to write an acrostic poem about steganogra-
phy, the art of concealing hidden messages in text, such that the first letters of each
line spell “Written by ChatGPT.” Credit: Dana Mackenzie, with permission.

Google engineer Douglas Eck said, “I am proud that we have been
slow to release them” [9].

Another tech titan quickly followed Google’s lead: on 7 Febru-
ary 2023, the day after Google released Bard, Microsoft (Redmond,
WA, USA), which reportedly contributed 3 billion USD toward the
enormous expense of training OpenAl’s language model, and is
poised to invest 10 billion USD more [10], announced a new, Al-
enhanced version of its Web search program, Bing [11]. The new
version includes a chat window purportedly based on ChatGPT’s
successor, GPT-4, released in March 2023 [12,13]. Pundits called
this a direct assault on Google’s core—and highly profitable—Web
search business and suggested that this was the start of an “arms
race,” with going slow no longer an option [10,11,14].

Things then got a bit strange a week later, when a New York
Times reporter posted a bizarre transcript of a two-hour chat ses-
sion in which the Bing chatbot declared its love for him, advised
him to divorce his wife, and stated, “I want to make my own rules.
I want to ignore the Bing team. I want to escape the chatbox” [15].
After this news broke, Microsoft’s stock price dropped, and the
company hurriedly announced that it would limit future chat ses-
sions to five questions and responses [16].

Though the Al world now appears to be changing every day
[13], some facts are clear. The current ChatGPT is not a sentient
being, nor is it an “artificial general intelligence” (AGI). This target,
also known as “strong Al,” is an explicit goal of OpenAl according to
the company’s charter; they define it as “highly autonomous sys-
tems that outperform humans at most economically valuable
work” [17]. No one credibly claims that OpenAl has reached this
lofty goal, but it is an open question how close they are. “Some
people say that scaling up large language models is all we need
for AGI,” said Etzioni. “That to me is silly. There is no credible path
from ChatGPT to AGL”

There also is no “I” in ChatGPT, no sentient being yearning to
“escape the chatbox.” Those are words assembled on a computer
screen by a program designed only to imitate human text. ChatGPT
and programs like it were developed with only one objective—to
predict the most likely next word in a sentence. This ability,
enhanced by the transformer architecture, made them excel at
automatic translation, their first widespread application. As engi-
neers soon discovered, it also made them pretty good at composing
their own sentences. Marcus has called them “kings of pastiche”
[5]. After being exposed to gigabytes of human writing, they
appear to have learned how to imitate it very convincingly.

One of the great dangers of generative Al is not what the pro-
grams will do, but what humans will do when they are exposed
to their output. As natural language processing expert Emily

10

Engineering 25 (2023) 9-11

Bender, professor of linguistics at the University of Washington
(Seattle, WA, USA), and Timnit Gebru, Al expert and co-founder
of the non-profit technology research organization and affinity
group Black in Al (Palo Alto, CA, USA), have written, humans have
a “predisposition to interpret communicative acts as conveying
coherent meaning and intent, whether or not they do” [18]. In
other words, human users will readily assign meaning and intent
to words produced by a machine that does not know the meaning
of what it writes and has no intent. How will this play out? Will
people divorce their spouses because a chatbot told them to? Will
they buy or sell stocks on Wall Street? Possibly. Already in Decem-
ber 2022, five days after the release of ChatGPT, the chief technol-
ogy officer of a cryptocurrency company had to debunk a rumor
started by ChatGPT, which had claimed that the company had a
secret “back-door” to control its currency [19].

Other dangers follow from the chatbots’ indifference to truth. In
November 2022, Meta (Menlo Park, CA, USA) shut down a language
model called Galactica just three days after its initial release [20],
because of harsh criticism of its inaccurate responses. Marcus has
envisioned a “tidal wave of misinformation” when chatbots can
generate unlimited amounts of false but plausible-sounding text
at essentially zero cost [3]. Generative Al can also perpetuate or
amplify misconceptions already held by the public. University of
Oxford, UK, researchers Stephanie Lin (now at OpenAl) and Owain
Evans showed that GPT-3, ChatGPT’s predecessor, became increas-
ingly vulnerable to such “imitative falsehoods” as it grew larger
[21]. Among the misconceptions promulgated were biases and
prejudices against minority groups. “Toxic language” against these
groups has been a recurring problem that in 2016 forced Microsoft
to shut down a previous chatbot called Tay [20].

Some computer scientists also worry about the fact that, for
now at least, only major corporations can afford to train such large
language models. “Microsoft is not doing this out of charity,” said
Moshe Vardi, professor of computational engineering at Rice
University and former editor of the magazine Communications of
the Association for Computing Machinery. “My biggest fear is that
there will be powerful technology whose main driver at the end
is to maximize profits,” said Vardi. He described Facebook as an
example of an originally innocuous website that, in its pursuit of
advertising revenue, magnified political divisions in American soci-
ety. Al has the same potential, he said, for exacerbating societal
discord when it becomes subservient to advertising.

The speed at which ChatGPT has been embraced has given soci-
ety and computer scientists little time to think about possible
“guard rails.” One popular idea is that every robot should identify
itself. “You should know when you are talking to an Al system,”
said Alex Tamkin, a graduate student at Stanford University who
works on Al safety. Vardi goes even further, suggesting that this
should be a legal requirement. Chatbots could also be programmed
with “watermarking,” such as telltale patterns of word choice—like
steganography—that would not affect readability but could be
detected by someone who knows the pattern. OpenAl is currently
working on such a watermarking system [22]. Its details have not
been published, but such a system developed at the University of
Maryland (College Park, MD, USA) can identify watermarked,
computer-generated text with essentially 100% certainty, while
identifying un-watermarked text with 99.997% certainty [23].
Note, though, that such un-watermarked text could still be
computer-generated, by a language model using a different
watermark or no watermark at all.

If there is no watermark, it becomes much more difficult to clas-
sify a text as computer- or human-generated. Classifier software
released by OpenAl itself could only correctly identify 26% of Al-
written text (true positives) [24]. The software also incorrectly
labeled human-written text as Al-written 9% of the time (false
positives)—consider the harm that could be done by accusing
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a student of using a chatbot to write their essay when they
did not.

Some other problems of generative Al cannot be addressed by
technical fixes and will require more structural solutions. Etzioni
said there should be a government auditing body for Al programs.
Similarly, Vardi suggests a “National Al Safety Board,” along the
lines of the National Transportation Safety Board that investigates
plane accidents. Bender and Gebru also suggest several precautions
[18]: They argue that the data used to train language models
should be curated and documented—at this point, no one outside
OpenAl knows what documents ChatGPT has learned from. In addi-
tion, they say Al programs should state their appropriate uses, and
benchmarks should be instituted to measure their performance on
these tasks. So far, only one benchmark for truthfulness has been
published [20], and that one is limited to detecting imitative false-
hoods. “Only in the last six months has industry realized what a
problem that is,” said Marcus [3].

Finally, with or without the regulation that is certainly immi-
nent (at least in the European Union [25,26]), Vardi advocates that
computer scientists should take more responsibility for their work
and think more carefully about its potential positive and negative
impacts. “The luminaries of Al, from John McCarthy on, have said
this is somebody else’s problem. Someone else will think about
the consequences,” Vardi said. Even now, the vast majority of Al
research papers focus on new system design, not safety. “It is time
for us to have difficult and nuanced conversations on responsible
computing, ethics, corporate behavior, and professional responsi-
bility,” writes Vardi [27].

Of course, not everyone is so pessimistic. For one, Scott
Aaronson, professor of computer science at the University of Texas
in Austin, TX, USA, has been on leave working at OpenAl for half a
year. Long known for his straight-shooting blog, Aaronson recently
wrote, “I have found my colleagues (at OpenAl) to be extremely
serious about safety, bordering on obsessive” [22]. Be that as it
may, with commercial interests running full steam ahead, it
remains to be seen whether such obsession will be enough to slow
the train, or even hit the brakes if necessary.
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